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Abstract— Modern Field Programmable Gate Arrays 

(FPGA) are fast moving into the consumer market and their 

domain has expanded from prototype designing to low and 

medium volume productions. FPGAs are proving to be an 

attractive replacement for Application Specific Integrated 

Circuits (ASIC) primarily because of the low Non-recurring 

Engineering (NRE) costs associated with FPGA platforms. This 

has prompted FPGA vendors to improve the capacity and 

flexibility of the underlying primitive fabric and include 

specialized macro support and intellectual property (IP) cores 

in their offerings. However, most of the work related to FPGA 

implementations does not take full advantage of these 

offerings. This is primarily because designers rely mainly on 

the technology-independent optimization to enhance the 

performance of the system and completely neglect the speed-up 

that is achievable using these embedded primitives and macro 

support. In this paper, we consider the technology-dependent 

optimization of fixed-point bit-parallel multipliers by carrying 

out their implementations using embedded primitives and 

macro support that are inherent in modern day FPGAs. Our 

implementation targets three different FPGA families viz. 

Spartan-6, Virtex-4 and Virtex-5. The implementation results 

indicate that a considerable speed up in performance is 

achievable using these embedded FPGA resources. 

 
Keywords— Fixed point arithmetic, FPGA primitives, 

VHDL, Instantiation based coding, Look-up table. 

 

I. INTRODUCTION 

The multiplier circuit is one of the fundamental 

components used in digital signal processing (DSP) [1] [2] 

[3] [4]. The field of DSP has always been driven by the 

advancements in scaled very-large-scale-integration (VLSI) 

technologies. The goal of digital design is to maximize the 

performance while keeping the cost down [5]. In the context 

of general digital design, performance is measured in terms 

of the amount of hardware circuitry and resources required; 

the speed of execution (throughput and clock rate); and the 

amount of power dissipated. There is always an application-

driven tradeoff between these parameters. It is, therefore, 

desirable to have an efficient realization of these circuits for 

use in different DSP systems [6] [7]. 

DSP algorithms have traditionally been implemented 

using general purpose processors or DSP processors. 
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However, with current trend moving back towards hardware 

intensive processing it becomes important for the designers 

to give a serious thought to the underlying implementation 

platform [8]. Applications demanding an increased 

performance mainly use application integrated circuits 

(ASIC) or structural ASICs [2]. The main attraction with 

ASICs is that the architecture can be developed specifically 

to meet the performance requirement. However, the non-

recurring engineering (NRE) costs associated with ASICs 

have cornered their use only to high-volume markets. Field 

programmable gate arrays (FPGAs) provide an alternate 

approach to ASICs. They avoid the high NRE costs by 

giving the user the flexibility to configure the device in field 

[4], [9]. Some other advantages include large-scale 

integration [4], [10], lower energy requirements [11], [12] 

availability of several on-board intellectual property (IP) 

cores [13] etc. 

Design for FPGAs differs dramatically from general 

VLSI design [14]. The design process proceeds through 

phases like design entry, synthesis, translation, mapping and 

place & route (PAR). Design entry is the only manual phase 

in the entire design flow. Therefore, using FPGAs as an 

implementation platform requires programming of the 

desired functionality using some hardware descriptive 

language (HDL), as it is the most widely used design entry 

method [15]. The rest of the design process is automated and 

there is a strong computer aided design (CAD) support for 

synthesis and implementation. However, sophisticated CAD 

tools are often not good enough to meet some design 

constraint if an arbitrary coding style is used [16]. A popular 

guideline that has been followed for writing functional 

synthesizable HDL codes is the RTL guideline, where RTL 

stands for register transfer level, signifying that data transfer 

should occur through registers only. These guidelines adhere 

to synchronous design practices and signify the regulation of 

data flow, and how data is being processed [17] rather than 

what part of the FPGA fabric processes the data. In effect, 

such codes are purely inferential and strongly rely on the 

software environment that distributes the logic as per the 

design goal. Thus, in order to effectively use embedded 

primitive and macro resources the design entry needs to be 

modified. 

There has been subsequent work regarding 

implementation of multipliers on FPGAs [17-33]. These 

mainly focus on modifying the multiplier architecture to 

achieve performance improvement. However, there has been 

very limited effort in improving the performance by using 

embedded FPGA resources [34-36]. In this paper we carry 
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out technology dependent optimizations of fixed-point 

multipliers by modifying the coding strategy at the design 

entry phase. This is achieved by writing functional and 

synthesizable codes that involve direct primitive and macro 

instantiations. This requires detailed information about the 

FPGA target family that is being used and the primitives 

that are supported. In our study different primitives have 

been used and system functionality has been distributed in a 

way that utilizes these components with perfect mappings 

rather than writing a functional code and allowing the 

synthesizer to distribute the logic through inferences. The 

study focuses on Spartan-6, Virtex-4 and Virtex-5 families. 

Detailed analysis is carried out and it is concluded that by 

using primitive instantiations a subsequent improvement in 

performance can be achieved. This is achieved without 

having to alter the data-time relation of the algorithm under 

consideration. The only tradeoff is that the design entry gets 

complicated. 

The rest of the paper is as follows. Section II briefly 

discusses the fixed-point bit-parallel multipliers that have 

been considered in this work. Section III lists the primitives 

that have been used in this work. A brief description about 

each primitive is provided. Section IV carries out the actual 

synthesis and implementation. Conclusions are drawn in 

section V and references are listed at last. 

II. BIT-PARALLEL MULTIPLIERS 

In parallel multipliers number of partial products to be 

added is the main parameter that determines the 

performance of the multiplier. Bit-parallel multipliers 

process one whole word of the input sample each clock 

cycle and are ideal for high-speed applications. The 

multiplication process is carried out as shown in figure 1. In 

this paper three different bit-parallel multipliers are 

considered viz. Parallel ripple-carry array multipliers; 

Parallel carry-save array multipliers and Baugh-Wooley 

multipliers. The details of these multipliers could be found 

in [5]. The operands in each case are assumed to be in fixed-

point 2’s complement representation. Such a representation 

ensures a correct final result even if there is an intermediate 

overflow [5]. 

III. FPGA PRIMITIVES 

Primitives are the components that make an FPGA. The 

exact nature of a primitive may vary from family to family. 

In this section we briefly describe the primitives that are 

used in this work. These belong to the Spartan-6, Virtex-4 

and Virtes-5 families. 

A. BUFG [38] 

This design element is a high-fan-out global clock 

buffer that connects signals to the global routing resources 

for low skew distribution of the signal. BUFGs are typically 

used on clock nets as well other high fan-out nets like 

sets/resets and clock enables. The primitive is supported by 

all the three families under consideration. 

B. FDSE [38] 

FDSE is a single D-type flip-flop with clock enable and 

synchronous set. The synchronous set input, when high, 

overrides the clock enable input and sets the output high 

during the low-to-high clock transition. The data is loaded 

into the flip-flop when set is low and clock enable is high 

during the low-to-high clock transition. The primitive is 

supported by all the three families under consideration. 

C. LUT4_L [38] 

This design element is a 4-bit look-up table (LUT) with 

a local output that is used to connect to another output 

within the same configurable logic block (CLB). The 

primitive is supported by all the three families under 

consideration. 

D. LUT6_2 [38] 

This design element is a 6-input, 2-output LUT that can 

implement any two 5-input logic functions with shared 

inputs, or implement a 6-input logic function and a 5-input 

logic function with shared inputs and shared logic values. 

The primitive is not supported by the Virtex-4 logic family. 

E. CARRY4 [38] 

This primitive represents the fast carry logic for a slice. 

The carry chain consists of a series of four multiplexers and 

four XOR gates that connect to the other LUTs in the slice 

via dedicated routes to form more complex functions. The 

fast carry logic is useful for building arithmetic functions 

like adders, counters, subtractors etc. The primitive is not 

supported by the Virtex-4 logic family. 

F. MULT_AND [38] 

MULT_AND is an AND component used exclusively 

for building fast and smaller multipliers. The primitive is 

only supported by the Virtex-4 logic family. 

G. MUXCY_L [38] 

This primitive is a 2-to-1 multiplexer for carry logic and 

is used to implement a 1-bit high-speed carry propagate 

function. The primitive is only supported by the Virtex-4 

logic family. 

H. XORCY [38] 

XORCY is a special XOR element with general output 

that generates faster and smaller arithmetic functions. The 

primitive is only supported by the Virtex-4 logic family. 

I. DSP48 [38] 

This design element is a versatile, scalable, hard IP block 

that allows for the creation of compact, high-speed, 

arithmetic-intensive operations, such as those seen for many 

DSP algorithms. Some of the functions capable within the 

block include multiplication, addition, subtraction, 

accumulation, shifting, logical operations, and pattern 

detection. The primitive is supported by all the three 

families under consideration. 
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Figure 1 Tabular form for Parallel Array multiplication

IV. SYNTHESIS AND IMPLEMENTATION 

A. Methodology 

The implementation in this work targets three different 

FPGA families viz. Spartan-6, Virtex-4 and Virtex-5. Only 

LX series has been considered as it is apt for general logic 

applications. The implementation is carried out for an input 

operand length varying from 4 to 32 bits. The parameters 

considered are resource utilization, timing and dynamic 

power dissipation. Resource utilization is considered in 

terms of on chip FPGA components used. Timing refers to 

the clock speed of a design and is limited by the setup time 

of the input/output registers, propagation and routing delays 

associated with the critical path, clock to output time 

associated with the flip flops and the skew between the 

launch (input) register and the capture (output) register. 

Timing analysis is done to provide information about the 

speed/throughput of the system. Dynamic power dissipation 

is related to charging and discharging of node capacitances 

along the different switching elements. To ensure a fair 

comparison, similar test benches have been used for all the 

implemented designs i.e. the input statistics remain the same 

in each case. The initial design entry is done using VHDL. 

The coding strategy is based on instantiation of different 

primitives listed in section III. However, for comparison we 

have also followed the conventional inferential approach. 

The constraints relating to the period and offsets are duly 

provided and a complete timing closure is ensured. The 

design synthesis, mapping and translation are carried out in 

Xilinx ISE 12.1 and the simulator database is then analyzed 

for on-chip resources, throughput and timing metrics. Power 

metrics are obtained using Xpower analyzer. 

B. Experimental results 

As mentioned earlier, for each implementation a 

traditional inferential coding strategy is followed. Synthesis 

based on this coding strategy utilizes the FPGA resources as 

general logic elements. This will serve as a standard against 

which other implementations will be compared. Metrics 

associated with the instantiation of various primitives are 

named as per the primitives used. Tables 1, 2 and 3 give a 

comparison of the on chip resources utilized by different 

primitives for an input word-length of 16 bits. The 

architectures considered are the bit-parallel RCA, CSA and 

BW multipliers. The target device is XC6SLX16 from 

Spartan-6. 

It is observed that by instantiating primitives and macro 

blocks there is a subsequent reduction in the on-chip 

resources being utilized by a particular structure. This is 

achieved without having to modify any architectural details. 

The most area efficient structure is obtained with LUT6_2 

primitive because of its ability to implement both sum and 

carry in a single LUT. LUT4-L uses two different 4 input 

LUTs to implement the sum and the carry parts in each 

processing cell of the array. The CARRY4 and DSP48 

primitives provide fast carry logic for each row. Their 

inclusion prominently will affect the timing properties of the 

structure. However, there is still some reduction in the slices 

being utilized when compared to the basic structure 

generated through inferential coding style. Further analysis 

is carried out for different multiplier structures for varying 

word-lengths and different target families. The metrics 

obtained from the synthesizer database are then plotted as a 

function of operand word-lengths and are presented in 

figures 2, 3 and 4. For simplicity we have considered only 

the occupied slices in each case. Virtex-4 family does not 

support the LUT6_2 primitive and hence does not appear in 

the plot. Further the fast carry logic in this family is 

implemented using a combination of MULT_AND and 

MUXCY_L primitives. 
 

TABLE 1 

RESOURCE UTILIZATION FOR RCA MULTIPLIER ON SPARTAN-6 

On-chip 

resource 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

Registers 32 32 32 32 32 

LUTs 943 359 286 385 168 

Slices 361 99 82 143 133 

* DSP48 uses additional resources in the form of 16 DSP48A1 blocks 

 
TABLE 2 

RESOURCE UTILIZATION FOR CSA MULTIPLIER ON SPARTAN-6 

On-chip 

resource 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

Registers 32 32 32 32 32 

LUTs 686 420 343 385 525 

Slices 197 101 92 127 163 

* DSP48 uses additional resources in the form of 16 DSP48A1 blocks 
 

TABLE 3 

RESOURCE UTILIZATION FOR BW MULTIPLIER ON SPARTAN-6 

On-chip 

resource 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

Registers 32 32 32 32 32 

LUTs 583 492 373 407 500 

Slices 206 128 109 134 174 

* DSP48 uses additional resources in the form of 16 DSP48A1 blocks
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Figure 2 Resource utilization for RCA multiplier on different FPGA families 

 

 
Figure 3 Resource utilization for CSA multiplier on different FPGA families 

 

 
Figure 4 Resource utilization for BW multiplier on different FPGA families 

 

It is observed that in each case there is a substantial 

reduction in the area when the structures are generated 

through instantiation of different primitive components. 

Also different primitives give different area performances 

depending upon the logic they implement. If area is the 

parameter of interest LUT6_2 gives the best performance. 

The use of primitives LUT4_L and LUT6_2 although 

reduces the overall logic being used but the logic associated 

with the critical path of the structure is increased. This is 

indicated by the increase in the number of logic levels in the 

critical path. As a result the logic delay and the associated 

route delay increases. However, the fast carry logic 

associated with the CARRY4 primitive makes the addition 

process really fast resulting in reduced route delays. For 

Virtex-4 devices the fast carry logic is implemented using a 

combination of MULT_AND, MUXCY_L and XORCY 

primitives. The use of CARRY4 logic enhances the speed 

only in case of RCA multipliers as the critical path is limited 

by the rippling of the generated carry in each cell. However, 

with CSA and BW multipliers there is no rippling of the 

carry in the main structure. The only part of the multiplier 

that is enhanced using the fast carry logic is the vector 

merging adder (VMA). Tables 4, 5 and 6 provide a 

comparison of the maximum achievable clock rates post 

implementation for a word length of 16 bits. The target 

family is Spartan-6. The structures generated through 

instantiation of different primitives tend to have better 

timing closures in terms of the relationship between an 

external clock pad and its associated data-in or data-out pad. 

This is indicated by the offset-in and offset-out metrics from 

the timing database of the synthesizer. The values are 

included in the tables and are indicative of the fact that with 

primitive instantiations better timing behavior is achieved. 
 

TABLE 4 

TIMING ANALYSIS FOR RCA MULTIPLIER ON SPARTAN-6 

Timing 

Parameter 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48 

Maximum 

frequency 
(MHz) 

30.67 23.186 23.89 38.7 144.38 

Minimum 

available 

offset-in 
(ns) 

5.112 5.018 2.568 2.118 2.543 

Minimum 

available 

offset-out 

(ns) 

11.727 8.488 10.047 6.782 2.765 

 

TABLE 5 
TIMING ANALYSIS FOR CSA MULTIPLIER ON SPARTAN-6 

Timing 

Parameter 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48 

Maximum 

frequency 

(MHz) 

50.182 29.3 27.42 53.987 167.87 

Minimum 
available 

offset-in 

(ns) 

6.017 5.245 3.28 2.87 2.521 

Minimum 

available 

offset-out 
(ns) 

11.851 9.335 8.813 10.474 4.78 
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TABLE 6 

TIMING ANALYSIS FOR BW MULTIPLIER ON SPARTAN-6 

Timing 

Parameter 

Inferential 

coding 

style 

LUT4_L LUT6_2 CARRY4 DSP48 

Maximum 

frequency 
(MHz) 

50.117 29.36 29.216 52.987 165.43 

Minimum 

available 

offset-in 
(ns) 

6.346 5.154 3.052 2.66 2.543 

Minimum 

available 
offset-out 

(ns) 

10.095 9.517 8.531 9.987 4.87 

 

The results also indicate that CSA and BW multipliers 

have higher operating frequencies when compared to the 

RCA multiplier structures. Further analysis is carried out by 

plotting the maximum achievable speed against the operand 

word lengths for different structures and for different target 

families. The results are shown in figures 5, 6 and 7. Again 

for simplicity only the maximum achievable speeds have 

been considered. 

It is observed from the plots that the use of fast carry 

logic results in faster execution and thus higher clock 

frequencies are achievable. The effect is more prominent in 

RCA multiplier as the carry rippling is completely 

eliminated. 

Finally dynamic power dissipation for different structures 

is considered. Because an FPGA is programmable, it is only 

natural to look into minimizing the power dissipated. The 

dynamic power dissipation in a CMOS circuit is a function 

of the input voltage (V
2
), the clock frequency (fclk), the 

switching activity (α), the total capacitance seen by a 

particular node (CL) and the number of elements used (σ). 

The analysis was done for a constant supply voltage and at 

maximum operating frequency for each structure. To ensure 

a reasonable comparison the test vectors provided during 

post route simulation were selected to represent the worst 

case scenario for data coming into the multiplier block. 

Same test bench was used for all the synthesized structures. 

The design node activity from the simulator database along 

with the power constraint file (PCF) was used for power 

analysis in the Xpower analyzer tool. Table 7 shows the 

power dissipated in various resources for RCA multiplier for 

operand length of 16 bits. The targeted device is Spartan-6. 

Tables 8 and 9 show the same metrics for CSA and BW 

structures.

 
Figure 5 Maximum clock frequency comparisons for RCA multiplier on different FPGA families 

 

Figure 6 Maximum clock frequency comparisons for CSA multiplier on different FPGA families 

 

Figure 7 Maximum clock frequency comparisons for BW multiplier on different FPGA families 

 

TABLE 7 
POWER DISSIPATION FOR RCA MULTIPLIER ON SPARTAN-6 

FPGA 

resource 

Power dissipated (mW) 

Inferential 

coding style  

LUT4_L LUT6_2 CARRY4 DSP48 

Clock 0.54 0.47 0.47 0.64 2.8 

Logic 2.34 1.64 1.78 1.4 0.87 

Signals 4.41 1 0.88 1.16 1.23 

I/Os 6.01 5.16 6.39 4.63 2.54 

Total 13.3 8.27 9.52 7.83 7.44 

TABLE 8 
POWER DISSIPATION FOR CSA MULTIPLIER ON SPARTAN-6 

FPGA 

resource 

Power dissipated (mW) 

Inferential 

coding style 
LUT4_L LUT6_2 CARRY4 DSP48 

Clock 1.24 0.7 0.81 1.24 3.25 

Logic 3.14 2.18 2.27 1.14 0.69 

Signals 2.66 1.41 1.2 1.66 1.63 

I/Os 5.44 5.35 5.12 4.44 2.31 

Total 12.48 9.64 9.4 8.48 7.88 
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TABLE 9 

POWER DISSIPATION FOR BW MULTIPLIER ON SPARTAN-6 

FPGA 

resource 

Power dissipated (mW) 

Inferential 

coding style 

LUT4_L LUT6_2 CARRY4 DSP48 

Clock 1.22 0.63 0.88 1.24 3.43 

Logic 2.71 2.25 2.02 1.14 0.67 

Signals 3.29 1.39 1.11 1.96 1.97 

I/Os 4.99 6 5.75 4.42 2.36 

Total 12.21 10.27 9.76 8.76 8.43 

 

The power dissipated in the clocking resources varies 

with the clock activity (clock frequency) as provided in the 

PCF. Since each structure is operated at its maximum 

operating frequency, the power dissipated by the clock 

varies accordingly and has a maximum value for the 

multiplier based on CARRY4 and DSP48 primitives. 

However, the capacitance CL, which needs to be driven at 

each toggling node, varies with the type, fan-out, and 

capacitance of the logic and routing resources used in the 

design. The use of primitives through instantiations has a 

soothing effect on the fan-out of the non-clocking nets. This 

is indicated in table 10 where the average fan-out of non-

clocking nets for different multipliers using different 

primitives has been enlisted for a 16-bit operand word-

length. In addition, there is a reduction in the number of 

elements (σ) being utilized by different multiplier structures 

when designed using direct instantiation of primitives. Thus, 

the power dissipated in the logic is reduced and has a 

minimum value for CARRY4 and DSP48 primitives. The 

reduction in the power dissipation in the signals and I/Os is 

indicative of the fact that primitive instantiation also tends to 

relax the signal transition rates for the duration of operation. 

Further analysis is carried out by plotting the total dynamic 

power dissipation as a function of input word-length for 

different multiplier structures and for different FPGA 

families. The results are shown in figures 8, 9 and 10. 
TABLE 10 

AVERAGE FAN-OUT OF NON-CLOCKING NETS FOR DIFFERENT 
MULTIPLIERS ON SPARTAN-6 

Multiplier 

design 

Average fan-out of non-clock nets 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48 

RCA 5.52 2.94 2.32 1.98 -- 

CSA 4.75 2.71 2.22 1.78 -- 

BW 4.78 2.65 2.12 1.66 -- 

 

For DSP systems it is more appropriate to quantify the 

power efficiency through energy analysis [39]. This gives 

idea about the power requirements of a design at a lower 

level. Three energy related parameters are defined for 

different multiplier designs. These include Energy per 

operation (EOP), which is the average amount of energy 

required to compute one operation; Energy throughput (ET) 

which is the energy dissipated for every output bit processed 

and Energy density (ED) which is the energy dissipated per 

FPGA slice. Tables 11, 12 and 13 provide these metrics for 

different designs. The input operand length in 16 bits and 

the target device is from Spartan-6. In each case the critical 

path delay is taken as the approximate time to complete one 

operation. Further analysis is carried out by plotting the 

energy metrics as a function of operand word length for 

different multipliers. The plots appear in figures 11, 12 and 

13. The target device in each case is XC6SLX16 from 

Spartan-6. 

Figure 8 Dynamic Power dissipation comparisons for RCA multiplier on different FPGA families 

 

Figure 9 Dynamic Power dissipation comparisons for CSA multiplier on different FPGA families 

 

Figure 10 Dynamic Power dissipation comparisons for BW multiplier on different FPGA families 
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The plots clearly reveal that the structures based on 

primitive instantiations have high power efficiency. The 

energy requirement is minimum for the structures based on 

CARRY4 and DSP48 primitives. Also, note that the effect is 

more prominent for RCA multipliers as the entire structure 

is synthesized using the CARRY4 primitive, where as in the 

CSA and BW multipliers only the VMA part is based on the 

fast carry logic. 

 
TABLE 12 

ENERGY ANALYSIS FOR RCA MULTIPLIER ON SPARTAN-6 

Energy 

parameter 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

EOP (pJ) 433.64 356.68 398.49 202.32 51.530 

ET (pJ/bit) 27.103 22.29 24.90 12.645 3.220 

ED 

(pJ/slice) 

1.2012 3.602 4.859 1.4148 0.387 

TABLE 12 

ENERGY ANALYSIS FOR CSA MULTIPLIER ON SPARTAN-6 

Energy 

parameter 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

EOP (pJ) 248.694 329.01 342.8 157.07 46.94 

ET (pJ/bit) 15.543 20.56 21.42 9.81 2.93 

ED 
(pJ/slice) 

1.2624 3.25 3.72 1.23 0.28 

 

TABLE 13 

ENERGY ANALYSIS FOR BW MULTIPLIER ON SPARTAN-6 

Energy 

parameter 

Inferential 

coding 

style  

LUT4_L LUT6_2 CARRY4 DSP48* 

EOP (pJ) 243.62 349.79 334.06 165.33 54.60 

ET (pJ/bit) 15.22 21.86 20.87 10.33 3.41 

ED 

(pJ/slice) 

1.18 2.73 3.06 1.23 0.35 

 

 
Figure 11 Energy analyses for RCA multiplier on Spartan-6 FPGA family 

 

 
Figure 12 Energy analyses for CSA multiplier on Spartan-6 FPGA family 

 

 
Figure 13 Energy analyses for BW multiplier on Spartan-6 FPGA family 

V. CONCLUSIONS AND FUTURE SCOPE 

This paper implemented the bit-parallel fixed-point 

multipliers in three different structures. The hardware 

implementations presented in this paper were based on the 

use of various in built primitives and macro blocks inherent 

to modern FPGAs. The analysis and the experimental results 

carried out in this paper clearly indicate that a considerable 

improvement in performance is indeed achievable by using 

these primitives. Further the design entry used in this paper 

was based on instantiations rather than inferences. By using 

a coding strategy based on instantiations the on-chip FPGA 

components can be used in a manner that fully utilizes their 

potential. Also a judicious choice of primitives will ensure 

that a particular performance parameter is enhanced as may 

be required by any particular application. This paper 

deliberately ruled out any architectural modification that 

may be carried out at the top level of the design. The idea 

was to present a clear cut analysis that will provide an 

insight about the performance speed-up that may be 

achieved by utilizing the huge primitive support provided by 

FPGA families. Currently the authors are working on 

achieving a performance speed-up by using a combination 

of architectural modifications and embedded primitives in 

FPGAs. 
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