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Abstract—The paper presents a technique for simulation of 

stochastic responses and their statistical characteristics in 

multiconductor transmission lines (MTL). The method follows 

a theory of stochastic differential equations (SDE) and relevant 

numerical techniques for their solution. The MTL’s model, 

formed via generalized Π sections in cascade, is designed to 

cover various situations at stochastic and/or deterministic 

excitations. In this way both the noisy pulses driving MTL’s 

terminal ports and effects of possible unwanted disturbances 

along the MTL’s wires are allowed to be simulated. First the 

state-variable method is applied to derive a deterministic 

description, then voltage stochastic variations are incorporated 

to define the vector linear SDE. To obtain the characteristics of 

stochastic responses, firstly the set of trajectories is statistically 

processed, while a weak stochastic backward Euler scheme, 

consistent with the Itô stochastic calculus, is applied. Finally, a 

method of direct calculation of variances, based on the solution 

of relevant Lyapunov-like differential equations, is used with 

advantage. All the simulations were performed in the Matlab 

language environment.  

 
Keywords—Multiconductor transmission line, state variable, 

stochastic differential equation, stochastic source. 

 

I. INTRODUCTION 

The techniques based on stochastic differential equations  

(SDE) find their place in many fields of engineering where 

stochastic influences are relevant to be considered [1]–[3]. 

In the electrical engineering SDE approach has been used in 

many various fields, see at least [4]–[6]. An interesting 

application is to simulate stochastic responses in systems 

with distributed parameters like e.g. transmission lines (TL), 

often used in high-speed electronic systems [7]-[9]. Both 

internal structural noises and possible external disturbances 

can be covered. In former papers the SDE approach was 

applied for TL systems in which the external drivings were 

only possible from TLs’ terminating ports [10]–[12]. In [13] 

a possibility to consider multiple external random sources is 

proposed, however, only for the single TLs. In this paper an 

extension of this approach is done towards MTL’s model as 

shown in Fig. 1, where the excitations are allowed in any 

node. Such a model can be used to simulate effects of 

unwanted random disturbances along the MTL wires, for 
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example [14]. To formulate a basic SDE system description 

a state-variable method is applied on the MTL’s generalized 

RLCG-based model, and generalized Thévenin equivalents 

are utilized to join the sources to respective nodes [15]. In 

Fig. 1, non-deterministic voltage vectors are marked by 

asterisks, but various combinations are allowed. A task is to 

find the statistical characteristics of the stochastic responses: 

the expectation and the standard deviation. Hence a weak 

stochastic backward Euler scheme is used for the numerical 

solution of the SDEs, which utilizes two-point distributed 

random variables as initial stochastic processes [2], [3]. In 

addition to [14], direct calculation of variances of stochastic 

responses is performed, utilizing Lyapunov-like differential 

and algebraic matrix equations [16], [17]. All methods were 

programmed in the Matlab language environment. 

II. DETERMINISTIC MODEL FORMULATION 

We will consider MTL, nonuniform in general, defined by 

its length l and per-unit-length (p.u.l.) matrices L0(x), C0(x), 

R0(x) and G0(x) of the order n × n, with n as a number of 

active conductors. In the MTL m-sectional lumped-

parameter model in Fig. 1, the voltage vectors vk, 

k = 1,...,m+1, and the current vectors ik, k = 1,...,m, are the 

n × 1 vectors of the state variables in view. The model 

lumped parameters are set by matrices Lk = L0(xk+Δx/2)Δx, 

Ck = C0(xk)Δx, Rk = R0(xk+Δx/2)Δx and Gk = G0(xk)Δx, with 

Δx = l/m [10]. The border shunt elements, C1, G1, and Cm+1, 

Gm+1, are taken half-size to ensure the model to be a cascade 

connection of generalized Π networks of the same type. The 

current vectors of external sources are determined by 

iik = Gik(vik – vk), where the internal Thévenin matrices are 

supposed as regular, i.e. Gik = Rik
–1 exists. 

A state-variable description of the MTL model in Fig. 1, 

first with all the parameters deterministic (excitation voltage 

vectors v*
ik replaced by vik) can be written as 

 
( )

( ) ( )
d t

t t
dt

  
x

M H + P x Pu            (1) 

with terms as follows. The vector of state variables   

  C
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t
t
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v
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                                  (2) 

contains n(2m+1) elements grouped to n × 1 column vectors, 

namely vC(t) holds m+1 vectors of state voltages and iL(t) 

holds m vectors of state currents. The matrix 

 diag ,M C L              (3) 

holds the block diagonal matrices C = diag(C1,C2,...,Cm+1), 

L = diag(L1,L2,...,Lm), and zero matrices 0. The matrix 
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Fig. 1.  Schematic representation of MTL model excited from stochastic sources.

 

T
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G E
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E R
                                  (4) 

is similarly created by the matrices G = diag(G1,G2,...,Gm+1), 

R = diag(R1,R2,...,Rm), and a block matrix E containing the 

identity matrices ±I and zero matrices 0, see [10] for details. 

The matrix 

     I 
 
 

Y 0
P =

0 0
                      (5) 

depends on external circuits and contains the block diagonal 

submatrix YI = diag(Gi1,Gi2,...,Gi(m+1)). The drive vector 

     I ( )
( )

t
t

 
 
 

v
u =

0
                        (6) 

contains the subvector vI(t) = [vi1
T(t),vi2

T(t),...,vi(m+1)
T(t)]T. If 

we introduce denotations  

 1 A M H + P  ,  1B M P                 (7) 

then (1) can be written 

  
( )

( ) ( )
d t

t t
dt

 
x

Ax Bu                (8) 

with a formal solution 

  ( )

0

( ) (0) ( )

t

t tt e e d     
A A

x x Bu            (9) 

if 𝑡 = 0 is chosen as a beginning of the time interval of 

interest. 

III. MODEL WITH STOCHASTIC EXCITATIONS 

In this section the Itô stochastic calculus [1] is applied to get 

responses to the input sources influenced by stochastic 

processes. Instead of vik(t), used in the deterministic solution 

above, stochastic versions of the voltage vectors are used as 

 *

i i( ) ( ) ( )k k k kt t t v v α ξ         (10) 

k = 1,2,…,m+1, where ξk(t) = [ξk1(t),ξk2(t),...,ξkn(t)]
T are noise 

vectors whose elements ξkl(t) represent white noise 

processes (related to the l-th wire of the MTL, and the k-th 

section of its model), and αk = diag(αk1,αk2,...,αkn) are 

constant matrices whose elements αkl express intensities of 

respective noises. Then, taking into account (6) and (10), (8) 

can be rewritten as 
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( )

( ) ( ) ( )
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t t t
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x
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where  
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t



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v αξ
u

0 0
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with a noise intensity matrix α = diag(α1,α2,...,αm+1), and a 

stochastic processes vector  ξ(t) = [ξ1
T(t),ξ2

T(t),...,ξm+1
T(t)]T. 

A method of converting the differential equation (11) on 

its stochastic version lies in multiplying it by dt, and 

replacing all the products ξkl(t)dt by dWkl(t), with Wkl(t) 

designating Wiener processes [1]. By this the vector linear 

SDE with additive noises is formulated 

       W( ) ( ) ( ) ( )d t t t dt d t  X AX Bu b        (13) 

where dbW(t) arises from (11) and (12), namely 
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   (14) 

with α
(p) denoting the p-th column of the noise intensity 

matrix α, while p = n(k – 1) + l, and dW(t) containing 

differentials of Wiener processes. 

It is common to mark stochastic solutions by capital 

letters to distinguish them from deterministic ones, like X(t) 

vs. x(t) in (13) and (8), respectively. Considering a 

multidimensional Itô formula and marking in (14), the SDE 

(13) has a solution 

( )

0

1
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           (15) 

with b
(p) defined in (14), while p = n(k – 1) + l. The right 

terms  in (15) are called Itô integrals. The solution X(t) is a 

random process and for its expectation we have for t > 0  

    ( )

0

( ) (0) ( )

t

t tE t e E e d    
A A

X X Bu             (16) 

as expectations of the Itô integrals are zero. It is evident that 

for a constant initial value X(0) the expectation of a 

stochastic solution agrees with the deterministic solution (9). 
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IV. APPLICATION OF NUMERICAL METHODS  

A. Stochastic Backward Differentiation Formulae 

When considering a numerical technique from the theory of 

ordinary differential equations (ODE) some care is needed 

as according to the definition of the Itô integral a stochastic 

integral must always be evaluated at lower endpoint of the 

discretization interval. To solve SDEs we can utilize the 

stochastic backward Euler scheme [2], consistent with the 

Itô stochastic calculus, and sufficiently stable for higher-

order circuits represented by the MTL‘s model. 

Let us consider the solution X(t) on the interval 

t0  ≤  t  ≤  T, with respect to an equidistant discretization 

tr = t0 + rh, where  h = (T – t0)/N = tr+1 – tr, r = 0,…,N–1, and 

with the discretization of the Wiener processes 

     
1( )

1

r

r

t
r

kl kl r kl r kl
t

W W t W t dW 


     . To use a stochastic 

numerical scheme, random increments of the Wiener 

processes should be generated as the independent Gaussian 

random variables, while E[ΔWkl
(r)] = 0 and E[(ΔWkl

(r))2] = h. 

Subsequently, the stochastic backward Euler scheme for 

solving (13) can be written as   
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1

1

X I A X Bu b

I A X Bu b
     (17)       

where p = n(k – 1) + l. The solution (17) is one with a strong 

convergence, and it is useful when the individual stochastic 

trajectories are important. Our problem does not require 

good pathwise approximations but only the approximations 

of the expectations μkl = E[Xkl] and the standard deviations 

σkl = √E[(Xkl – μkl)
2] of the SDE solutions. Therefore, we can 

apply a weak version of (17), where the increments of the 

Wiener processes ΔWkl
(r) are replaced by simplier, two-point 

distributed random variables 
( )r

klW , while the probability 

P(
( )r

klW  = ±√h) = ½. The numerical efficiency of the weak 

scheme is generally better then of the strong one [2], [3]. 

B. Estimates of Statistical Characteristics  

For the vector linear SDE with additive noises, like (13), a 

resultant stochastic process X(t) has the multivariate normal 

distribution [2], [3]. We are not going to study any 

correlations, so we can use the usual procedure to determine 

confidence intervals for individual items Xkl(t), based on the 

Student’s t-distribution [2], [18]. Taking into account a sole 

item of interest, and marking Xkl
(r) = Xkl(tr), as in (17), the 

sample mean and sample standard deviation are respectively 

determined via all J realizations by the formulae [19] 

                  ( ) ( )

,

1

1 J
r r

kl kl j

j

X X
J 

            (18) 

  
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J
r r r

kl kl j kl

j

s X X
J 

 

        (19) 

for r = 0,…,N–1 to cover whole time interval. Then, based 

on a Student‘s t-distribution with J − 1 degrees of freedom, 

a two-sided 100.(1 − α) % confidence interval (related to 

individual trajectories) is determined as 

             ( ) ( ) ( ) ( )

1 2, 1 1 2, 1,r r r r

kl J kl kl J klX t s X t s            (20) 

In case we need confidence interval for sample mean it can 

be got from (20) by replacing skl
(r) with skl

(r)/√J.  

C. Expectation and Variance Direct Computations 

As was mentioned above, when considering in (16) constant 

initial conditions X(0), the expectation μ(t) = E[X(t)] of the 

stochastic responses X(t) follows respective deterministic 

solution (9), namely 

       
( )

( ) ( )
d t

t t
dt

 
μ

Aμ Bu        (21) 

To enable forming confidence intervals the variances of 

stochastic processes are needed. As is known, the variances 

Dk(t) = σk
2(t) = var(Xk(t)), k = 1,…,n(2m+1), with σk(t) as the 

standard deviation, are diagonal elements of the covariance 

matrix Σ(t) = cov(X(t)) of respective random vector 

X(t) = [X1(t),…,Xn(2m+1)(t)]
T. It is valid [19] 

    
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T T
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 
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Σ X μ X μ

X X μ μ

   (22) 

If we now designate Q(t) = E[X(t)X(t)T], then taking into 

account (13) and (14), and following the theory in [3], 

Q(t) satisfies the Lyapunov-like matrix ODE    

 

T T

1
T ( ) ( )T

1 1

( )
( ) ( ) ( ) ( )

( ) ( )
m n

p p

k l

d t
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

 

   

 

Q
AQ Q A Bu μ

μ Bu b b

    (23) 

with p = n(k – 1) + l, and the expectation μ(t) in (21). To 

solve (21), a backward Euler scheme is used, with a time 

step h, as 

   ( 1) ( ) ( 1)r r rh h    
-1

μ I A μ Bu      (24) 

To solve (23), the same numerical scheme leads to the 

Lyapunov-like matrix equation [20]   
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I A Q Q A Q +

+ Bu μ μ Bu b b
 (25) 

where μ(r+1) is given by (24), with the same step h, and being 

resolved for Q
(r+1), e.g. by using an alternating-direction-

implicit (ADI) iteration [17]. Then, designating V = I − Ah, 

W = −ATh, and F(r+1) as the right side of (25), we solve in 

each time step, r = 0,1,…, a matrix equation 

( 1) ( 1) ( 1)r r r   VQ Q W F               (26) 

by ADI iterations 

   ( 1) ( 1) ( 1)

1 2 1

r r r

j j j jp p  

   V + I Q F Q W I    (27) 

   ( 1) ( 1) ( 1)

1 2

r r r

j j j jq q  

   Q W I F V I Q    (28) 

J = 1,2,…, and Q0
(r+1) = Q(r). The coefficients pj and qj can 

be used to improve the speed of convergence, in following 

examples, they are set to pj = qj = 1. 

 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 1 (2016)

24



 

Due to a normality of the resultant stochastic processes, the 

100.(1 − α) % confidence interval is given by  

 ( ) ( ) ( ) ( )

1 2 1 2,r r r r

kl kl kl klu u             (29) 

with 𝑢1−𝛼 2⁄  as a quantile of a standard normal distribution. 

V. SIMULATION EXAMPLES IN MATLAB 

A. Introductory Example - Single TL 

To better explain crossing to multiconductor transmission 

line (MTL) models, an introductory single TL, i.e. n = 1, 

will first be considered. In this case, all variables are scalars 

instead of column vectors and square matrices. Besides, a 

possibility to utilize two-point random variables as initial 

stochastic process to estimate confidence interval will be 

verified, as well as computation of variances via Lyapunov-

like ODEs and corresponding numerical technique. 

Thus, let us consider TL of the length l = 0.2 m, with per-

unit-length parameters L0 = 494.6 nH/m, C0 = 62.8 pF/m, 

R0 = 0.1 Ω/m and G0 = 0.1 S/m [21], whose model is 

composed of m = 128 parts. First, all voltages are set zero, 

i.e. v*
ik(t) = 0, k = 2,…,m+1, except v*

i1(t) = vS(t) + α1ξ1(t), 

with α1 =10-6, which excites a left port, while vS(t) is a 1 V 

trapezoidal pulse with 0.5 ns rise/fall times and 3 ns width. 

A source resistance Ri1 = RS = 5 Ω, and a load resistance 

Ri129 = RL = 10 kΩ. As no excitation sources are now 

connected along the TL model, remaining resistances 

Rik → ∞, k = 2,…,m. Results of these simulations are in 

Figs. 2 and 3 for both terminal ports. 

 

 

 
Fig. 2.  Comparison of different initial stochastic processes (input port). 

 

 
Fig. 3.  Comparison of different initial stochastic processes (output port). 

 

 

 

Fig. 4.  Responses influenced by random disturbances along the TL. 
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At the model’s left port in Fig. 2, differences at individual 

stochastic trajectories (black) are strong due to nearness of 

the excitation source. However, it is also evident, that 

confidence intervals are very similar (here 99 %, computed 

from 100 samples, red for sample means, green for 

individual samples). At the right port in Fig. 3, there is no 

notable difference in a character of stochastic trajectories. In 

light of estimate of confidence interval both the processes 

are well exchangeable, cp. theory in [2]. 

The other example in Fig. 4 considers an input voltage 

v*
i1(t) = vS(t) as deterministic, with the same resistances at 

the left and right ports, however, the remaining sources are 

stochastic, namely v*
ik(t) = αkξk(t), with αk =10-3, and the 

resistances Rik = 1 MΩ, k = 2,…,m. As excitation voltages 

are exclusively stochastic, i.e. without deterministic parts, 

random disturbances along the TL can e.g. be covered in 

this way. 

B. Simulation of Simple MTL 

As an example of the simulation of stochastic responses on 

the MTL, the uniform (2+1)-conductor TL terminated with 

resistive elements is considered in Fig. 5 [14]. 

 
Fig. 5.  MTL system with stochastic excitations v*

ik1. 

The MTL has the length l = 0.4 m, and is characterized by 

p.u.l. parameters [21] 

0 0

0 0

0.1 0.02 494.6 63.3
Ω m , nH m

0.02 0.1 63.3 494.6

0.1 0.01 62.8 4.9
S m , pF m

0.01 0.1 4.9 62.8

   
    
   

    
        

R L

G C

 (30) 

The MTL’s model is composed of m = 50 sections, and due 

to the uniformity, its parameters follow (30) multiplied by 

l/m. The parameters of Thévenin models at terminal ports, 

RS = diag(RS1, RS2), RL = diag(RL1, RL2), vS(t) = [vS1(t), 0]T, 

and vL(t) = [0, 0]T, correspond to those of the MTL model in 

Fig. 1, i.e. Ri1, Ri51, vi1(t), and vi51(t), respectively, while 

RS1 = RS2 = 5 Ω, RL1 = RL2 = 10 kΩ, and the excitation 

voltage vS1(t) = sin2(πt/2·10-9) if 0  ≤  t  ≤  2·10-9 s, and 

vS1(t) = 0 otherwise. The MTL’s first wire is excited from 

stochastic sources, as is schematically sketched by dash 

lines in Fig. 5. The voltage vectors v*
ik(t) = [v*

ik1(t), 0]T, with 

v*
ik1(t) = αk1ξk1(t), and noise intensities αk1 =10-3, with zero 

deterministic components, and conductance matrices 

Gik = Rik
-1 = diag(Rik1

-1, 0), Rik1 = 1 MΩ, k = 2,…,m. In 

short, the MTL is driven from a deterministic source on its 

left port, into the first wire, while stochastic disturbances act 

along the MTL’s first wire.  

The statistical characteristics of stochastic responses for 

the MTL’s terminating ports are shown in Fig. 6, computed 

from sets of J = 100 samples via (18)-(20): the sample 

means by solid blue lines, the 99 % confidence intervals by 

dashed red lines (for the means) and dashed green lines (for 

the samples). For practical usage, just estimates of moments 

of stochastic processes are most often needed.   

 

 

 

 
Fig. 6.  Statistical characteristics of MTL’s stochastic responses. 

 vS1(t)

  

 
 

 

 RL1

 RL2RS2

 RS1
. . .

. . .

 v*
ik1

 R ik1
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In Fig. 7, there are the results corresponding to Fig. 6, 

however, the confidence interval is calculated directly based 

on the Lyapunov-like matrix equation (25). 

 

 

 

 
Fig. 7.  Direct calculation of variances for MTL’s stochastic responses. 

As can be seen from Fig. 7 the confidence intervals well 

correspond to those in Fig. 6, but there was no need to 

repeatedly solve SDEs themselves. This approach is well 

applicable just for additive noises considered here because 

the normal distribution of stochastic responses is kept, and 

consequently, the inverse normal distribution function can 

be directly applied to get respective confidence intervals. 

VI. CONCLUSION 

The paper dealt with a method for simulation of statistical 

characteristics of stochastic responses at MTLs’ model with 

excitations from multiple stochastic and/or deterministic 

sources. Beyond the previously published works, where 

only MTL’s terminal ports were allowed for the excitations, 

the method extends it to arbitrary nodes along the MTL 

model, that can advantageously be used when unwanted 

disturbances along the wires arise. Besides two versions of 

initial stochastic processes were applied and the results 

compared – the Wiener process, needed if individual 

stochastic trajectories are studied, and simplified two-point 

random variable process, sufficient when only the moments 

of stochastic processes are of our interest. It was verified on 

the single transmission line simulation that the confidence 

intervals calculated via both the methods agree very well. 

Finally a method utilizing direct computation of variances of 

stochastic processes, based on the solution of a covariance 

matrix, was verified and compared with statistical methods. 

For this purpose the Lyapunov-like differential equation has 

been developed in relation to the MTL’s model, and proper 

numerical technique based on an alternating-direction-

implicit iteration method verified. It should be noticed that 

just this method seems to be most appropriate for practical 

purposes, to evaluate dispersions of random processes with 

a defined confidence level. All the computations were 

performed in the Matlab language, utilizing a sparse matrix 

notation with advantages for saving RAM and CPU time. 

Methods based on the SDE theory can be interesting and 

efficient alternatives to other probabilistic techniques used 

in field of electronic circuits simulations, like e.g. wide-

spread Monte Carlo [22], which is highly time-consuming 

method. In systems with distributed parameters, frequently 

in interconnects at high-speed digital/analog circuits, a 

polynomial-chaos expansion method is also often used to 

evaluate manufacturing random changes [23], [24], or 

various methods following sensitivities computations can be 

considered [25], [26]. It should be noticed that the SDEs 

approach is applicable for the analysis of further parameters, 

related to a physical structure of interconnects, and leading 

to SDEs with a multiplicative noise [10], [27]. Similarly,  

for more complex hybrid systems, stochastic differential 

algebraic equations (SDAE) can be utilized [6], [28].   
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