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Abstract—In the existing studies on Mixed Line Rate (MLR) 

optical networks, the network design methodology is based on 

the assumption of deterministic traffic, and hence, the effect of 

traffic uncertainty on the design of an MLR network remains 

an open problem of research. In this study, we upgrade our 

previously proposed cost-efficient mixed integer linear program 

(MILP) formulation for an MLR network, which considered a 

specific mean traffic for every network source-destination pair. 

Our upgraded model employs an optimization technique to 

account for the traffic uncertainties that an actual MLR optical 

network may encounter. Our simulation results show that (i) if 

the MLR network is cost-optimized under the assumption that 

approximately 10-20% of the demands are at their maximum 

(or peak) value then, the network demonstrates robustness to 

traffic peaks in approximately all the other demands, and (ii) 

the saturation of network cost for a number of source-

destination pairs is network topology dependent. 

Keywords—Mixed line rate, traffic, MILP, cost-efficient, 

optimization. 

 

I. INTRODUCTION 

With the emergence of increased and diversified data 

sharing patterns, the requirement for high speed optical 

networks has increased, and such future optical networks 

must also be able to serve the traffic comprising of 

heterogeneous demands. To meet the demand(s) of various 

services, the 10 Gbps (i.e., legacy) transport optical 

networks have had to be upgraded to the 40 and/or 100Gbps 

networks. However, with such an upgrade simultaneously, 

the major challenge is to keep the network cost to a 

minimum value. In a mixed line rate (MLR) optical network, 

10/40/100 Gbps co-exist on varied wavelengths within the 

same fiber, and planning such a network reduces the network 

cost owing to the volume discount of the high bit-rate 

transponders [1]. Also, MLR networks (i) relax the network 

design limitations by their ability to choose a specific line 

rate dynamically, as per each traffic demand, and (ii) use the 

appropriate number and line rate of the wavelengths on 

every link which solves asymmetry in the traffic as well as 

the network [2]. 

Existing studies have shown that under most traffic loads, 
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in comparison to a single-line-rate (SLR) optical network, an 

MLR optical network is both, cost and energy-efficient [1, 3-

5]. Further, in MLR networks, based on the various 

scenarios, the overall cost incurred is different, which can be 

explained as follows: let there occur a 100 Gbps demand 

between two nodes a-b of the network. To satisfy such a 

demand, there may exist multiple paths which are connected 

via the fiber links between the two network nodes a-b. Also, 

it may occur that the demand (i) is set up using a transparent 

(i.e., an all-optical channel (wavelength)) resulting in 

minimum network cost, or (ii) at the increased load values, 

due to the signal reach constraint (which restricts a high bit-

rate signal to traverse only a short distance before the 

regeneration requirement), there is no end-to-end transparent 

route, and hence, between the multiple channels, the demand 

will require splitting up. Further, the used channels may 

traverse via the same or through different fibers, and 

therefore, the overall network cost incurred will be different. 

In the existing studies, the design methodology is based 

on the assumption that the traffic is deterministic i.e., the 

traffic is specified by a matrix containing a-priori (i.e., 

forecasted) average traffic between the various source-

destination (s–d) pairs which; however, is not a realistic 

assumption. In reality, an actual MLR network tries to 

satisfy demands of the traffic with uncertainties, and in view 

of the aforementioned, we extend our previous study [6] 

wherein, a mixed integer linear program (MILP) model was 

formulated to investigate the launch power and placement of 

regenerator(s)’s effects on the MLR network design. The 

previously proposed model’s objective was to lower the total 

network cost; however, the model assumed the traffic to be 

deterministic. In the current work, our MILP model 

considers the traffic between each s–d pair to randomly 

fluctuate about a mean value with a specified variance i.e., 

we modify our previously developed MILP so as to capture 

the randomness in the traffic behaviour for which an 

optimization technique detailed in [7] is employed.  

Rest of the article is structured as follows. Section II 

details the MLR network design. In section III, the 

simulation results are presented. Finally, section IV 

concludes the study. 

II. MLR NETWORK DESIGN 

In the MLR network design, for a given s–d pair, the 

feasibility of a specific bit-rate is set by the lightpath(s) Bit 

Error Rate (BER). The BER model detailed in [8, 9] is used 

in this study which takes into consideration the following 
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Physical Layer Impairments (PLIs): the Amplified 

Spontaneous Emission (ASE) noise, Cross-Phase 

Modulation (XPM), Four-Wave Mixing (FWM), and 

dispersion. The ASE noise, XPM and FWM generate the 

beat noise (i.e., crosstalk) terms at the receiver. Further, 

assuming that the signal power for bit ‘0’ is zero, the BER 

and the noise powers are given as 
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and 1SI  and 0SI  are the signal currents due to the 

reception of bit ‘1’ and ‘0’ respectively. Further,  
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where in (3) and (4), 2
Thermal , 2

shot , 2
signal

  are the thermal 

noise, the shot noise, and the signal noise variance 

respectively, 222 ,, FWMASEASEASEshotASE 
 are the ASE-

shot noise, ASE-ASE and ASE-FWM beat noise 

respectively, and 222 ,,
XPMsignalFWMsignalsignalASE 

  are 

the ASE-signal, signal-FWM and signal-XPM beat noise 

respectively. 

Further, the design steps in our work are detailed as 

follows: 
 

1) Initially, the k-shortest paths (k-SPs) between every 

network topology s-d pair are determined. 

2) Then, over the possible routes, for a candidate lightpath, 

the BER is evaluated with a certain format of 

modulation; hence, it is checked whether the evaluated 

BER is less than the specified threshold or not.  

3) The above step is repeated for all the line rates, hence, 

based on the BER threshold, specific line rate feasibility 

(or viability) for every s-d pair is ensured.  

4) For few s-d pairs which are distant apart, and have non-

viable higher line rates, the above procedure is repeated 

with the appropriate modulation format, whose extended 

reach makes few more lightpaths feasible over the higher 

line rates, which were infeasible with the previously used 

format owing to constraint set by the BER threshold.  

5) With this pre-processed data as the input, a mathematical 

formulation of the problem is developed in the form of 

an MILP, which is detailed as follows: 

 

Input: 

),( EVG : Network topology comprising of a set of V nodes 

and a set of E links; 

 dsT  : Matrix consisting of the traffic having the total 

Gbps requests of ds between an s-d pair;  

 kRRRR ,......, 21 : Line rate available set;  

kTP : Transponder (with rate kR ) cost;  

A : Cost of an amplifier;  

nm
A : On a fiber, the amplifier numbers over the link with 

nodes m and n. For a span distance L = 80 km between 

adjacent amplifiers (EDFAs), the amount of EDFAs for the 

link of a fiber is given as   21  LLA mnnm
; where, 

mnL  denotes length of span of the fiber between m and n. 

pC : Electronic processing (per Gbps) cost i.e., cost of OEO 

conversion. 

jil : Lightpath length in km between an s–d pair;  

nml : Link (physical) between m and n;  

W : Maximum amount(s) of the wavelength(s) on a link; 

 W,....2,1 ;  

B : BER threshold which is set to 10-12. Any lightpath with 

a BER greater than the threshold is rejected;  

kjiBER : BER of a lightpath between an s–d pair i-j at a 

line rate kR and a wavelength ; 
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 ; denotes the lightpath 

feasibility based on the threshold BER. Hence, 

ijk
b determines the feasibility of a lightpath between a 

node(s) pair over a specific wavelength and bit rate. 

nmP : Lightpath(s) set passing through the link nml . 

 

Variables: 

kjiX : Lightpath(s) number(s) at a rate kR  and a 

wavelength   between the nodes i- j;  
ds
jiF : Between s-d, traffic which is routed on a lightpath i- j.  

jE : Variable (integer) which denotes the data amount that 

is carried by the lightpaths ending at node j. 

 

Problem formulation: 

Minimize the overall network cost which consists of (i) 

number of transponders and the fiber amplifiers, and (ii) the 

electronic processing used for setting up the multi-hop 

connections (i.e., the s–d connections whose establishment 

occurs over many i.e., multiple lightpaths.), which is 

mathematically given as follows: 
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The objective function in (5) is constrained by: 
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(i) the capacity constraint given as 
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(ii)  the constraint to avoid wavelength clash given as 
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(iii) the conservation of traffic flow on each path given as 
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(iv) the total of flows ending at node j i.e., sum traffic at 

every node requiring electronic processing 
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The solution to the above formulated MILP consists of 

lightpath(s) set between s–d pairs over the various bit-rates 

and wavelengths, also accommodating all the requests. In the 

overall solution, the obtained set of lightpaths is a subset of 

the previously evaluated viable lightpath(s) set, whose 

viability is defined by value of BER of the path being below 

a certain threshold or not.   

Further, the need for optimization to incorporate the non-

deterministic traffic can be explained as follows: let sd be 

the traffic mean and sd
~

 the traffic variance above the 

average, at various times. Hence, for every s-d pair, the 

traffic can be shown as sdsd 
~

. Also, at any specific 

time, the probability of the total s-d pairs having the traffic 

volumes at peak values is very low. Hence, a 

parameter  M,......,2,1,0 is defined, where M is the 

total number of network s-d pairs. For 0 , the traffic is 

deterministic i.e., all the traffic demands remain at their 

mean value; however, for 0 , the traffic at  number of 

s-d pairs is at its peak value, which is given as sdsd 
~

. 

The concept of simultaneous traffic peaks is explained in 

Fig. 1 where, a 3-node network is shown as an example to 

illustrate, for each network s-d pair, traffic for which 2 

simultaneous peaks occur. 

Hence, in order to ensure that the formulated MILP model 

incorporates traffic uncertainties, following modifications 

are made to the previous MILP model:  

1. The sd ’s in (8) are replaced by the mean traffic sd . 

Hence, (8) is modified as 
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Fig.1. Characterization of the traffic and the occurrence of 2 traffic peaks 

at the same instant in a 3-node topology. 

 

2. The capacity constraint given in (6) is modified as  
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where L denotes a subset of the possible sM ' i.e., s-d pairs, 

and further, contains all those s-d pairs whose traffic 

deviates from the mean value. 

 Further, by using the method of LP-duality detailed in [10], 

the
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 part of (11) can be 

simplified as follows: 
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where sd
ijz ’s are the binary variables denoting whether a s-d 

pair is a part of the subset L or not, and the dual variables 

ij ’s and sd
ijp ’s denote the constraints  

ds

sd
ijz

,

 and 

1sd
ijz  respectively. Using the aforementioned derivations, 

two new constraints are obtained which replace (6) from the 

previous MILP formulation. The two new constraints are 

given as 
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For details on the derivations of (14) and (15), the reader 

is referred to [7, 10]. Finally, the modified MILP 

formulation that incorporates uncertainties in the traffic is: 

(5) as the objective function, which is subjected to the 

various constraints as in (7), (9), (10), (14), and (15). Also, 

it must be noted that for 0 in (14), the upgraded MILP 

formulation corresponds to the formulation used for the case 

of deterministic traffic.  

III. SIMULATION RESULTS  

The developed MILP is solved for two backbone network 

topologies shown in Fig. 2 (NSFnet) and Fig. 3 (COST239), 

with their corresponding traffic demand matrices (Tables I 

and II) [1, 5]. To model traffic loads with higher value(s), 

the base traffic matrix(s) mentioned in the tables are scaled 

by constant values. Further, we assume that values in traffic 

matrices correspond to the average traffic for every s-d pair 

(denoted by sd ). Also, according to the data in [11], the 

peak traffic deviation occurs by a value of 2–4 times the 

average traffic; hence, for our simulation results, we have 

used the variance-mean ratio   sdsdVMR 
~

, and set 

its values equal to 2, 3, and 4. The relative cost values for 

10/40/100 Gbps transponders are set to 1/2.5/3.75 

respectively [4, 6], cost of an amplifier is set to 0.25 per 

fiber [4], and the cost for electronic processing is fixed to 

0.5x, where x=bandwidth in Gbps [1]. The modulation 

format used is Differential Quadrature Phase-Shift Keying 

(DQPSK), the functionalities and the important components 

within the various bit-rate transponders are as described in 

[4], and the dispersion map considered is as specified in [6]. 

The number of available wavelengths (W ) is assumed to be 

16 wavelengths per link, the type of fiber considered is a 

standard single-mode fiber (SSMF), and the other 

parameters used in the study are similar to [4, 6, 8, 9]. 

For conducting the simulations, we have used the 

operating system corresponding to Ubuntu and the ILOG 

CPLEX on a computer with Intel 2 Duo Core having a 

processor and a memory of 2.2 GHz and 4 GB respectively, 

with which, each MILP run for the optimization required 

approximately 1 to 2 hours. 

Fig. 4 shows the overall normalized network cost for a 

wide range of traffic loads, considering the NSFnet 

 

 
 

Fig.2. NSFNet backbone topology (with link lengths in km) [1]. 

 
 

Fig.3. COST239 backbone topology (with link lengths in km) [5]. 

 

Table I. The NSFNet backbone network traffic matrix with every entry in 

Gbps units. (total = 1Tbps) [1]. 

 
Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 0 2 1 1 1 4 1 1 2 1 1 1 1 1 

2 2 0 2 1 8 2 1 5 3 5 1 5 1 4 

3 1 2 0 2 3 2 11 20 5 2 1 1 1 2 

4 1 1 2 0 1 1 2 1 2 2 1 2 1 2 

5 1 8 3 1 0 3 3 7 3 3 1 5 2 5 

6 4 2 2 1 3 0 2 1 2 2 1 1 1 2 

7 1 1 11 2 3 2 0 9 4 20 1 8 1 4 

8 1 5 20 1 7 1 9 0 27 7 2 3 2 4 

9 2 3 5 2 3 2 4 27 0 75 2 9 3 1 

10 1 5 2 2 3 2 20 7 75 0 1 1 2 1 

11 1 1 1 1 1 1 1 2 2 1 0 2 1 61 

12 1 5 1 2 5 1 8 3 9 1 2 0 1 81 

13 1 1 1 1 2 1 1 2 3 2 1 1 0 2 

14 1 4 2 2 5 2 4 4 1 1 61 81 2 0 

 

Table II. The COST239 backbone network traffic matrix with every entry 

Gbps units. (total = 1Tbps) [5]. 

 
Node 1 2 3 4 5 6 7 8 9 10 11 

1 0 1 1 3 1 1 1 35 1 1 1 

2 1 0 5 14 40 1 1 10 3 2 3 

3 1 5 0 16 24 1 1 5 3 1 2 

4 3 14 16 0 6 2 2 21 81 9 9 

5 1 40 24 6 0 1 11 6 11 1 2 

6 1 1 1 2 1 0 1 1 1 1 1 

7 1 1 1 2 11 1 0 1 1 1 1 

8 35 10 5 21 6 1 1 0 6 2 5 

9 1 3 3 81 11 1 1 6 0 51 6 

10 1 2 1 9 1 1 1 2 51 0 81 

11 1 3 2 9 2 1 1 5 6 81 0 

 

topology. From the figure it can be seen that with increase in 

the total traffic, the cost savings decrease for an MLR 

network due to the requirement of high bit-rate transponders 

which are required to serve the increasing traffic.  
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Fig.4. Normalized network cost for MLR in NSFnet. 
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Fig.5. Normalized network cost of different components for MLR in 

NSFnet. 

 

In Fig. 5, we present the normalized cost for various 

components for the case of 20 Tbps of total traffic. From the 

figure it is seen the maximum network cost is incurred owing 

to the intermediate nodes of the multi-hop lightpath routes 

requiring OEO conversion (i.e. electronic processing). 

In Fig. 6, considering the NSFnet topology and the 

average aggregate traffic of 1 Tbps, we present the 

optimized cost-efficient MLR network design as a plot of the 

normalized cost versus , with VMR values of 2, 3, and 4. It 

can be seen from the figure that as traffic fluctuates from its 

average value and reaches the maximum (i.e., peak) value of 

4, the network cost increases sharply. Also, it is observed 

that for small values of , the cost increases steadily, and 

then starts to saturate at a particular higher value of . The 

aforementioned occurs owing to the fact that during the 

handling of the traffic peaks at the same time in a single or 

the multiple links of network, the problem of optimization is 

able to accommodate the ‘extra traffic’ over the average 

traffic in an efficient manner. It can also be seen that the 

network cost increases to an amount where a specific value 

(in %) of the links reach the corresponding maximum (or 

peak) traffic, and thereafter shows almost steady (or 

constant) behaviour, since, when there occurs a smaller 

variability (or change) in the statistics of the traffic, such a 

situation is efficiently handled by the network. Lastly, it can 

be seen that for lower values of , a sudden maximum (or 

peak) occurs in fewer links since, compared to the 

deterministic (mean-traffic) case, extra capacity is allocated 

in such links which is leads to a sharp increase in the cost, 

which is unlike the situation where a specific capacity is 

deployed a-priori for handling a specific amount of traffic 

peaks, with additional peaks in the traffic occurring above 

them. Thus, based on the network topology, the size of the 

network, and the distribution of the traffic, there exists a 

certain value of  for which the saturation of cost occurs, 

and the network also starts to demonstrates robustness to 

abrupt variations in the traffic. It is observed that in the case 

of NSFnet, the saturation in cost values start 

around 20 . 

In Fig. 7, we show the optimized cost-efficient MLR 

network design for the COST239 network topology. In this 

case also, the mean total traffic is also set to 1 Tbps, and we  
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Fig.6. Normalized network cost due to non-deterministic traffic 

considering the NSFnet topology. 
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Fig.7. Normalized network cost due to non-deterministic traffic 

considering the COST 239 topology. 

 

plot the normalized cost versus   with various VMR values 

(VMR = 2, 3, and 4). It can be seen from the figure that, 

trend of the normalized network cost versus remains same 

as in case of the NSFnet topology (Fig. 6). In addition, it can 

also be seen that, compared to the case of NSFnet for which 

the saturation in cost values start around 20 , for the 

COST239 network topology, the start is around 10 . 

From the obtained results, it can be deduced that if the MLR 

network is optimized in terms of the cost under the 

assumption that approximately 10-20% of the demands are 

at their maximum (peak) value, then the network 

demonstrates robustness to traffic peaks in approximately all 

the other demands, and (ii) the saturation of the network cost 

for a number of source-destination pairs is network topology 

dependent. 

IV. CONCLUSION 

In this study, we proposed a cost-efficient model for the 

MLR network design which accounts for traffic uncertainties 

that an actual network may have. For the aforementioned, we 

employed an optimization technique, and our results show 

that if the MLR network is cost-optimized under the 

assumption that approximately 10-20% of the demands are 

at their maximum (peak) value, then the robustness to traffic 

peaks in approximately all the other demands is shown by 
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the MLR network. It is also observed that the saturation of 

network cost for a number of source-destination pairs (i.e., 

the value of ) is network topology dependent. 

Further, the optimization problem is NP-hard, and hence, 

it is difficult to formulate a heuristic algorithm for the 

optimization problem considering the uncertainties in the 

traffic demands. Hence, as a future research problem, we 

aim to design a heuristic algorithm for a cost-efficient and 

traffic uncertainty optimized MLR network. 
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