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Abstract—The non-invasive diagnosis, based on ultrasound 

images, is a challenge in nowadays research. We develop 

computerized, texture-based methods, for automatic and 

computer assisted diagnosis, using the information obtained 

from ultrasound images. In this work, we defined the co-

occurrence matrix of complex textural microstructures 

determined by using the Laws’ convolution filters and we 

experimented it in order to perform the characterization and 

recognition of some important anatomical and pathological 

structures, within ultrasound images. These structures were the 

colorectal tumors and the gingival sulcus, the properties of the 

latter being important concerning the diagnosis and monitoring 

of the periodontal disease. We determined the textural model of 

these structures, using the classical and the newly defined 

textural features. For the automatic recognition, we used 

powerful classifiers, such as the Multilayer Perceptron, the 

Support-Vector Machines, decision-trees based classifiers such 

as Random Forest and C4.5, respectively AdaBoost in 

combination with the C4.5 algorithm. 

 
Keywords—Complex Textural Microstructure Co-occurrence 

Matrix (CTMCM), classification performance, non-invasive 

diagnosis, texture, ultrasound images. 

I. INTRODUCTION 

As they frequently affect the population of the developed 

countries and constitute a lethal disease, the colorectal tumors 

represent an important issue nowadays. The most reliable 

methods for diagnosis, the biopsy, the colonoscopy and the 

endoscopy are invasive or dangerous. The ultrasonography is 

a non-invasive method that is also inexpensive, safe, having 

the possibility of repeatability. In ultrasound images, the 

colorectal tumors have the characteristics of heterogeneity, 

bowel wall thickening and increased vascularity [1]. An elo-

quent example of a colorectal tumor is depicted in Fig. 1(a). 

We developed computerized, texture-based methods, for the  
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non-invasive diagnosis of the colorectal tumors, based on 

ultrasound images. The Inflammatory Bowel Diseases (IBD) 

constitute chronic affections that frequently affect the 

population in the modern era, consisting mainly of the bowel 

layer inflammation, resembling the colorectal tumors in many 

situations, in ultrasound images [2]. For this reason, we 

compared the colorectal tumors with the IBD in our work.  

The periodontal disease (periodontitis) is extremely 

widespread in the population nowadays. Gingival bleeding is 

highly prevalent among adults, and advanced stages of the 

periodontal disease affect 10% to 15% of them [3]. The size 

of the gingival sulcus (the possible space between the tooth 

and the gum, lined by sulcular epithelium) is an important 

property to be assessed in order to monitor the evolution of 

the periodontal disease, as the gingival sulcus becomes larger 

with the disease evolution). In ultrasound images, the gingival 

sulcus has a hypoechogenic, homogeneous aspect, an 

eloquent example being illustrated in Fig. 1(b). The 

delimitation of the gingival sulcus from the neighboring 

regions (teeth and gingival tissue) is difficult to be performed, 

within ultrasound images, by the human eye or by employing 

usual image analysis methods. We aim to find appropriate 

features in order to characterize the visual aspect of the 

gingival sulcus within high-frequency ultrasound images, this 

being a preliminary step for performing an accurate 

segmentation of this structure. 

Texture is an important property of the body tissues, able to 

provide subtle information concerning both the tumor 

structure and the gingival sulcus aspect within ultrasound 

images [4]. Texture-based methods, in combination with 

classifiers, were widely used in the scientific research 

nowadays [5], [6], [7], [8], [9]. In our previous research, we 

defined the textural model of some important affections, 

consisting of the most relevant textural features for their 

characterization and of the specific values that corresponded 

to the relevant textural features: arithmetic mean, standard 

deviation, probability distribution [10]. In this work, we 

defined and implemented the complex textural microstructure 

co-occurrence matrix (CTMCM) of order two and three. The 

third order CTMCM was computed at a single resolution, as 

well as in a multiresolution manner. We assessed the role of 

the CTMCM matrix upon the improvement of the textural 

model of the colorectal tumors, respectively in order to 

accurately characterize the gingival sulcus within high-

frequency ultrasound images. 

The paper is organized as follows: first, the state of the art 
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is provided in the next section; then, we define the CTMCM 

matrices and we describe the feature selection and 

classification methods implemented in this work. We describe 

the experiments performed in order to assess the role of the 

CTMCM in the automatic diagnosis of the colorectal tumors, 

respectively in order to perform the characterization and 

recognition of the gingival sulcus within ultrasound images.  

At the end, we formulate the conclusions and provide the 

bibliographic references.  

 

  
(a) (b) 

Fig.1. (a.) Colorectal tumor in ultrasound image (marked contour); 

 (b.) Gingival sulcus in high-frequency ultrasound image (marked contour) 

II. THE STATE OF THE ART 

The most often implemented texture-analysis methods in 

the domain of pathological structure recognition from medical 

images were the second order GLCM matrix and the 

associated Haralick features, the Run-Length matrix [5], the 

fractals [6], the Wavelet [7] and Gabor transforms [8], used in 

combination with the k-nn classifiers, Bayesian classifiers [8], 

Artificial Neural Networks (ANN), Fisher Linear 

Discriminants, or Support Vector Machines (SVM) [5]. The 

resulting accuracy of these methods was around 90%. 

Concerning the automatic diagnosis of the colorectal cancer, 

in [9] the authors employed the Grey Level Co-occurrence 

Matrix (GLCM) in combination with morphologic features 

referring to shape and orientation, in order to distinguish the 

malignant and bening tissues in the case of the patients 

affected by colorectal cancer.  These features were computed 

based on biopsy slides. The maximum obtained accuracy in 

this case was about 90% [9].  The generalized superior order 

co-occurrence matrices based on grey levels or edge 

orientations were defined in [10], [11]. A Local Binary 

Pattern (LBP) Co-occurrence Matrix of order two was 

defined in [12] and assessed on various datasets from the 

Brodatz texture collection, the resulted average accuracy 

being 94.30%. Also, a “Texture and Texture Orientation Co-

occurrence Matrix” based on the computation of edge 

orientations, as well as on texton detection using specific 

filters, was defined and experimented in [13], yielding an 

average accuracy of 95.5%. There not exist significant 

approaches referring to co-occurrence matrices of the textural 

microstructures, determined by using the Laws’ convolution 

filters. In [14], we defined the simple textural microstructure 

co-occurrence matrix, computed after the application of each 

Laws’ filter. In this work, we study the role that the Complex 

Textural Microstructure Co-occurrence Matrix (CTMCM) has 

in the characterization and automatic diagnosis of some 

important structures within ultrasound images: the colorectal 

tumors, respectively the gingival sulcus, as it appears in the 

case of the periodontal disease.  

III. THE PROPOSED METHODS 

In order to assess the role of the CTMCM matrices in the 

recognition of the colorectal tumors, we first applied the 

newly defined texture analysis methods, then we performed 

feature selection using specific techniques and, at the end, we 

applied supervised classifiers in order to evaluate the 

classification performance. The techniques corresponding to 

this methodology are detailed below.  

A. The newly defined texture analysis methods 

The Complex Textural Microstructure Co-occurrence 

Matrix (CTMCM) was determined through the methodology 

described below, consisting of the following steps: (1) First, 

we associated feature vectors  to the pixels in the region of 

interest, consisting of the results obtained after applying  the 

2D Laws’ convolution filters for detecting levels, edges, 

spots, waves, ripples and also combined microstructures 

(L5L5, E5E5, S5S5, W5W5, R5R5, S5R5, R5S5) [15]. (2) 

Then, we applied an improved k-means clustering method, in 

the following manner:  we started from a minimum number of 

centers (k=50); this number  was increased by splitting the 

corresponding centers; a center was split in two other centers, 

if the standard deviation of the items within the corresponding 

class (cluster) overpassed  the threshold equal with  3/4  of  

the average standard deviation of all the existing classes. The 

newly resulted centers were computed as being 1/2 of the old 

center, respectively 3/2 of the old center. (3) All the labels of 

the pixels from the ROI were re-assigned after splitting the 

old centers. The condition for the algorithm to finish was the 

convergence, the maximum number of centers being 

established to 200.  The solution of the algorithm (the optimal 

solution) corresponded to the minimum value of WCSS 

(Within Cluster Sum of Squared Errors) [3]. Thus, the 

definition of the Complex Textural Microstructure Co-

occurrence Matrix – CTMCM is provided in (1): 
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In (1), #S is the number of elements of the set S and 
 

 

     (2) 

are the displacement vectors. „A” stands for the attribute 

associated to each pixel, while t1, t2,..., tn are the values of the 

textons (cluster labels) obtained after the application of the 

improved k-means clustering algorithm. We computed the 

CTMCM matrix of order two and three and we determined 

the corresponding Haralick parameters, in a similar way as 

described in [10], [11]. The CTMCM matrix was determined 

in two situations: a) when taking into consideration all the 

Laws’ convolution filters; b) when considering only the 

selected textural microstructures, corresponding to the S5S5, 

R5R5, S5R5 and R5S5 convolution filters, as the spot and 

ripple frequency provided the best results in our previous 

)),(),..,,(),,(( 112211  nn ydxdydxdydxdd

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work [10]. We computed the CTMCM matrix of order two 

and three. For the CTMCM of order two, the following 

directions were considered: 0°, 90°, 180°, and 270°. For the 

CTMCM of order three, the current pixel was considered in 

the central position and together with the other two pixels 

they were either collinear, or formed a right angle triangle 

(the current pixel being in the position of the right angle). We 

considered the following orientations for the two 

displacement vectors: (0°, 180°), (90°, 270°), (45°, 225°), 

(135°, 315°) for the case of collinear pixels; (0°, 90°), (90°, 

180°), (180°, 270°), (0°, 270°), (45°, 135°), (135°, 225°), 

(225°, 315°), (45°, 315°), for the right angle triangle case. 

The displacement vectors had the absolute value 2, in both 

cases. We determined the CTMCM matrices for all the 

considered direction combinations of the displacement 

vectors, the final features resulting as an average between the 

Haralick features of the individual matrices. We also 

determined the third order CTMCM matrix at multiple 

resolutions, obtaining the Multiresolution Complex Textural 

Microstructure Co-occurrence Matrix (MCTMCM)  in the 

following manner: (1) first, we applied the Laws’ convolution 

filters; (2) then, we applied the improved k-means clustering 

algorithm; (3) we applied the Haar Wavelet transform 

recursively, twice, on the image resulted at the previous step; 

(4) we computed the third order CTMCM matrix on each 

component, at two resolution levels. In this situation, we took 

into account all the Laws’ convolution filters (at step (1)). 

Besides the Haralick features derived from the CTMCM 

matrices, we also considered, in our experiments, the 

following textural features: the Haralick parameters of the 

second and third order GLCM, respectively of the second and 

third order EOCM, edge and gradient based features, the 

autocorrelation index, fractal-based textural features (the 

Hurst index), the frequency of the textural microstructures, 

the entropy determined at two resolution levels, after applying 

the Wavelet transform [4]. 

B. The selection of the relevant features 

In order to select the relevant textural features, we applied 

specific methods, which yielded the best results in our 

experiments, these being Correlation based Feature Selection 

(CFS) [16] combined with genetic search, which assigned a 

merit to each group of features with respect to the class [16] 

respectively the Gain Ratio Attribute Evaluation [17], 

combined with the Ranker method [17]. The final relevance 

index for each feature was obtained by performing the 

arithmetic mean between the individual relevance measures 

provided by each method. 

C. Classification performance evaluation 

For establishing the role of the CTMCM features in the 

context of the colorectal tumors’ automatic diagnosis, 

respectively of the gingival sulcus characterization and 

recognition, we used the classifiers of Multilayer Perceptron 

(MLP) [18], of Support Vector Machines (SVM) [18], as well 

as the decision trees based algorithm Random Forest (RF) 

[13]. For the same purpose, we also implemented the 

AdaBoost meta-classifier, in conjunction with the C4.5 

algorithm [18], this combination being well known for its 

performance. In order to assess the classification process, we 

used the recognition rate (classification accuracy), the 

sensitivity (TP rate), the specificity (TN rate) and the area 

under ROC (AUC) [18]. The strategy of cross-validation with 

5 folds was adopted in this context. 

IV. EXPERIMENTS AND DISCUSSIONS 

During the experiments, we used 65 cases of colorectal 

tumors, respectively 65 cases of Inflammatory Bowel 

Diseases (IBD). The corresponding images were acquired 

using a Logiq 7 ultrasound machine at the same settings: 5.5 

MHz frequency, gain of 78, respectively depth of 16 cm.  

Also, 50 high frequency ultrasound images representing the 

gingival sulcus and the surrounding tissues, belonging to 50 

patients affected by periodontal disease, were taken into 

account for the experimental set. These images were acquired 

by a DermaScan C Cortex Technology®, Denmark device, at 

a 20 MHz frequency. The textural features were determined, 

after the conversion to grey-scale, within the regions of 

interest selected by the user inside the considered 

pathological structures, using our modules, implemented in 

Visual C++. The methods for the selection of the relevant 

textural features, respectively the classifiers, were 

implemented using the Weka 3.6 library. Concerning the 

classification methods, the John’s Platt Sequential Minimal 

Optimization Algorithm (SMO) [17] of Weka 3.6, was 

applied for implementing the SVM method, with a 

polynomial kernel, the input data being also normalized. For 

the classifier of Multilayer Perceptron (MLP), we considered 

the specific method of Weka 3.6 (MultilayerPerceptron), 

containing, in the single hidden layer, a number of nodes 

equal with a = (number_of_features + number_of_classes)/2, 

the learning rate being tuned 0.2, respectively the momentum 

α being 0.8. The Random Forest (RF) classification method, 

with 10 trees, was implemented as well. The AdaBoostM1 

meta-classifier of Weka was also employed using the J48 

method (the equivalent of the C4.5 algorithm) as a basic 

learner. For classification performance evaluation, cross-

validation with 5 folds was applied [17]. 

A. The role of the CTMCM  matrix in the recognition of the 

pathological structures 

1) Colorectal tumors/IBD differentiation 
 

 The case when all the Laws’ features were considered 

The set of the relevant textural features for the 

characterization of the colorectal tumors, obtained by using 

the methods mentioned in Chapter III, are depicted in (3). 

Here, we notice the presence of the second order CTMCM 

features homogeneity and contrast, respectively of the third 

order CTMCM contrast, expressing the heterogeneity of the 

malignant tumors relatively to the IBD case, respectively the 

complex structure in grey levels of the colorectal tumors.  
 

{GLCM_variance, Autocorrelation_index, 
Wavelet_Entropy3, GLCM5_Entropy, GLCM5_variance, 

EOCM3_Homogeneity, EOCM3_Energy, 
EOCM3_Entropy, EOCM3_Contrast, 

EOCM3_Homogeneity, CTMCM_Homogeneity, 

CTMCM_Contrast, CTMCM3_Contrast} 

   (3) 

 

The classification performance parameters obtained in the 

case of the comparison between the colorectal tumors and 

IBD are depicted in Table I. The maximum recognition rate, 

of 98.33%, was obtained in the case of the SVM classifier. 
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We notice the increased values of the specificity (TN rate) 

obtained for the first three classifiers (SVM, MLP and RF). 

TABLE I. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED IN 

THE CASE WHEN THE ENTIRE SET OF THE LAWS’ FEATURES WAS CONSIDERED, 

FOR THE DIFFERENTIATION BETWEEN THE COLORECTAL TUMORS AND IBD 

 
Rec. 

Rate 

TP 

Rate 

TN  Rate AUC 

SVM 98.33% 96.7% 98.5% 98.33% 

MLP 96.66% 93.3% 98.33% 96.66% 

RF 95% 93.3% 96.7% 95% 

AdaBoost 

+ J48 

93.3% 96.7% 90% 93.3% 

 

We also compared the classification accuracies obtained in 

the case when using only the old textural feature set with 

those obtained in the case when using the entire set of textural 

features (including the CTMCM features). As it results from 

the next figure (Fig. 2), in the case when considering the 

entire set of Laws’ features, the newly resulted recognition 

rates overpassed the old recognition rates, in all cases.  
 

 
Fig. 2. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when all the Laws’ features were considered, in the 

case of the differentiation between colorectal tumors and IBD 

 

 The case when only the selected  Laws’ features were 

considered 

The relevant textural features obtained in this case are 

provided in (4). We notice the presence of the CTMCM based 

homogeneity, energy and contrast, as well as of the third 

order CTMCM based correlation and contrast, denoting the 

heterogeneity and complex structure of the tumoral tissue, 

respectively differences in granularity between the tumoral 

tissue and the non-tumoral one (through the third order 

CTMCM correlation).  
 

{GLCM_variance, Autocorrelation_index, 
Directional_grad_magnitude, Directional_grad_variance, 

GLCM5_Entropy,  GLCM5_Variance, EOCM3_ 
Homogeneity, EOCM3_Energy, EOCM3_Entropy, 

EOCM3_Contrast, EOCM3_Variance, 

GLCM3_Homogeneity, GLCM3_Entropy, 
GLCM3_Correlation, CTMCM_Homogeneity, 

CTMCM_Energy, CTMCM_Contrast, 
CTMCM3_Correlation, CTMCM3_Contrast} 

 

  (4) 

The values of the classification performance parameters 

obtained in this case are depicted in Table II. As it results 

from Table II, the maximum recognition rate obtained in this 

situation, of 97.5%, corresponded to the RF classifier, being 

slightly lower than the maximum accuracy obtained in the 

previous case. We notice the increased values of the 

specificity (TN rate) in this case as well. 

 

TABLE II. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED IN 

THE CASE WHEN THE SELECTED LAWS’ FEATURES WERE CONSIDERED, FOR 

THE DIFFERENTIATION BETWEEN THE COLORECTAL TUMORS AND IBD 

 

Recogn. 

Rate 

TP 

Rate 

TN  

Rate 

AUC 

SVM 97.33% 94% 98.7% 97.3% 

MLP 96.66% 91.7% 98.7% 98.1% 

RF 97.5% 95.3% 98.7% 99.8% 

AdaBoost 

+ J48 

91.81% 86.3% 96.3% 97.4% 

 

When performning the comparison of the entire set of the 

textural features (containing both the old and the newly 

defined features) with the old textural feature set, we noticed 

an increase in classification accuracy for the first mentioned 

set,  in most of the situations. This result is illustrated in the 

figure below (Fig. 3).  

 

 
Fig. 3. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when only the selected Laws’ features were 

considered, in the case of differentiation between colorectal tumors and IBD 

 

2) The differentiation between the gingival sulcus and 
the neighboring areas 

 The case when all the Laws’ features were considered 

The set of the relevant textural features for the 

differentiation between the gingival sulcus and the 

surrounding areas is provided in (5): 

{ GLCM_Energy, Autocorrelation_index, 

Edge,orientation_variability, 

Wavelet_Entropy7_lh, Wavelet_Entropy7_hl, 

Wavelet_Entropy7_hh, Wavelet_Entropy8_hh, 

Laws_level_mean, Laws_level_frequency, 

Laws_ripple_mean, Laws_ripple_frequency,  

CTCM_Homogeneity, CTMCM_Entropy, 

CTMCM_Correlation, CTMCM3_ 

Homogeneity, CTMCM3_Energy, 
CTMCM3_Entropy, CTMCM3_Correlation} } 

  (5) 

 

We notice, in (5), the presence of the second order 

CTMCM features, as well as of the third order CTMCM 

features. The homogeneity, energy and entropy, derived from 

the second and third order CTMCM matrices, stand for the 

more homogeneous and hypoechogenic nature of the gingival 

sulcus region, in comparison with the sourrounding areas. 

The correlation computed from the second, respectively from 

the third order CTMCM, together with the autocorrelation 

index, denote differences in granularity between the gingival 

sulcus and the neighboring regions.  

The values of the classification performance parameters, 

obtained after the selection of the relevant textural features, in 

the case of separation between the gingival sulcus and the 
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surrounding regions, are provided in Table III. The maximum 

recognition rate, of 93.05%, the maximum specificity, of 

91.7%, as well as the maximum AUC, of 97.4%, resulted in 

the case of the RF classifier. The maximum specificity, of 

94.4%, resulted in both cases of the RF and MLP classifiers.  

TABLE III. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED 

WHEN ALL THE LAWS’ FEATURES WERE CONSIDERED, IN THE CASE OF 

GINGIVAL SULCUS RECOGNITION 

 

 
Recogn. 

Rate 

TP 

Rate 

TN  

Rate 

AUC 

SVM 86.11% 83.3% 88.9% 94.7% 

MLP 91.66% 94.4% 88.9% 92.1% 

RF 93.05% 94.4% 91.7% 97.4% 

AdaBoost 

+ J48 

88.88% 88.9% 88.9% 91.6% 

 

 
Fig. 4. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when all the  Laws’ features were considered, in the 

case of the differentiation between the gingival sulcus and the surrounding 

areas 

 

The discrimination power due to the previously existing 

textural features was compared with that which was due to 

the set formed by the old textural features and by the newly 

defined textural features. This comparison is illustrated in the 

fourth figure. From Fig. 4, we notice that the  recognition rate 

which is due to the newly defined textural features is superior 

to that provided only by the old textural features in most of 

the situations, excepting the case of the AdaBoost meta-

classifier combined with the J48 basic learner, when the two 

computed accuracies are equal.  
 

 The case when only the selected Laws’ features were 

considered. 

The set of the relevant textural features selected in this case 

is illustrated in (6). We notice the presence of the textural 

features derived from the CTMCM matrix: the entropy 

computed from the second and third order CTMCM, 

respectively the homogeneity computed from the third order 

CTMCM, stand for the differences in heterogeneity between 

the structure of the gingival sulcus and the surrounding areas. 

The contrast derived from the third order CTMCM matrix 

denote the less complex structure of the gingival sulcus, 

respectively the more complex structure of the surrounding 

areas (gum and teeth). We also remark the first order statistics 

referring to the arithmetic mean and frequency of the simple 

textural microstructures detected by applying the Laws’ 

convolution filters: levels, edges, spots, waves and ripples.   
 

{ GLCM_Energy, GLCM_Entropy, 

Autocorrelation_index, 

Edge_orientation_variability,Wavelet_Entropy7_ll, 

Wavelet_Entropy8_ll,Wavelet_Entropy8_lh, 

Laws_level_mean,  Laws_edge_mean, 

Laws_spot_mean, Laws_wave_mean, 

Laws_ripple_mean, Laws_ripple_frequency, 
CTMCM_Entropy, CTMCM3_Homogeneity, 

CTMCM3_Entropy, CTMCM3_Contrast} 

  
(6) 

 

 

The classification performance parameters obtained in this 

situation, after the selection of the relevant textural features in 

the case of the differentiation between the gingival sulcus and 

the neighboring tissues, are illustrated in Table IV.  

TABLE IV. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED IN 

THE CASE WHEN ONLY THE SELECTED LAWS’ FEATURES WERE CONSIDERED, 

IN THE CASE OF GINGIVAL SULCUS RECOGNITION 

 
Recogn. 

Rate 

TP 

Rate 

TN  

Rate 

AUC 

SVM 90.32% 91.7% 88.9% 97% 

MLP 90.27% 97.2% 83.3% 88.7% 

RF 91.75% 97.2% 86.1% 96.4% 

AdaBoost 

+ J48 

91.66% 94.4% 88.9% 89% 

 

Fig. 5 illustrates the comparison between the recognition 

rates obtained when considering only the old textural feature 

set, respectively the set formed by the old and new textural 

features. As it results from Fig.5, there is always an increase 

in accuracy for the feature set that includes the newly defined 

textural features.  The best accuracy, of 91.75%, resulted in 

the case of the RF classifier, being smaller than the maximum 

accuracy (93.05%) resulted in the case when all the Laws’ 

features were considered in order to define the CTMCM 

matrix  The highest sensitivity, of 97.2% resulted in both 

cases of MLP and RF classifiers, the highest specificity, of 

88.9% resulted in the cases of the SVM classifier, 

respectively of the combination between the AdaBoost meta-

classifier and the J48 learner, while the highest recognition 

rate, of 97%, resulted in the case of the SVM classifier. We 

notice that all the values for the recognition rate were above 

90% in this situation.  

 

 
Fig. 5. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when the selected  Laws’ features were considered, 

in the case of the differentiation between the gingival sulcus and the 

surrounding areas 
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B. The role of the multiresolution CTMCM (MCTMCM) in 

the recognition of the pathlological structures 

1) Colorectal tumors/IBD differentiation 

The set of the relevant textural features obtained in this 

case is illustrated in (7). We can remark that also the third 

order MCTMCM based features: variance, contrast and 

correlation are included in this set. These features 

characterize the heterogeneity and the complex grey level 

structure of the malignant tumors. We can also notice that the 

relevant MCTMCM features resulted at both resolution 

levels: at the first level, on the component obtained by 

applying the combination of the low-pass filters and at the 

second level,  on most of the components. 
 

{Wavelet_Entropy2, Wavelet_Entropy6_ll, 
Dir_grad_variability,  GLCM5_ Entropy,  EOCM3_ 

Coreelation, GLCM3_Energy,  MCTMCM3 

_Variance2,  MCTMCM3_ Contrast3_ll, 

MCTMCM3_Correlation2 _ll, MCTMCM3_ 

Homogeneity3_lh, MCTMCM3_ Contrast3_hl, MCT 
MCM3_Homogeneity4_ hh} 

  (7) 

 

TABLE V. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED IN 

THE CASE WHEN THE MCTMCM FEATURES WERE CONSIDERED, WHEN 

DIFFERENTIATING BETWEEN COLORECTAL TUMORS AND IBD 

 
Recogn. 

Rate 

TP 

Rate 

TN  

Rate 

AUC 

SVM 96.36% 96.4% 96.4% 96.4% 

MLP 95.45% 94.5% 96.4% 99.4% 

RF 95.45% 92.7% 98.2% 98.8% 

AdaBoost 

+ J48 

93.63% 94.5% 92.7% 94.1% 

  

Concerning the classification performance resulted for the 

relevant feature set depicted in (7), the maximum recognition 

rate, of 96.36%, was obtained in the case of the SVM 

classifier, as it results from Table V. We can also notice the 

increased values of the specificity obtained in this case, as 

well as the high AUC.  

At the end, we compared the classification accuracies 

obtained for two datasets: for the dataset containing only the 

old textural features, respectively for that containing both the 

old and new textural features. The improvement due to the 

entire feature set is obvious for three classifiers, while for the 

RF classifier, only a slight improvement was noticed, as it 

results from the next figure (Fig. 6).  

 

 
Fig. 6. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when the MCTMCM features were considered, in 

the case of the Colorectal tumors/IBD differentiation 
  

2) The differentiation between the gingival sulcus and 

the neighboring areas 

The set of the relevant textural features for the 

differentiation between the gingival sulcus and the 

surrounding tissues, obtained when taking into account the 

multiresolution third order CTMCM attributes, is illustrated 

in (8). We notice that, in (8), there are multiple features 

derived from the MCTMCM matrix of order three. Thus, we 

remark the presence of the third order MCTMCM 

homogeneity, corresponding to most of the components on all 

the considered resolution levels, as well as of the third order 

MCTMCM entropy and energy, denoting the more 

heterogeneous structure of the tissues that surround the 

gingival sulcus; of the third order MCTMCM correlation, 

denoting differences in granularity, at multiple resolutions, 

between, the considered classes of tissues, of the third order 

MCTMCM contrast and variance, denoting the more 

increased structural complexity of the tissue classes that 

surround the gingival sulcus.   
 
 

{GLCM_Energy,  GLCM_Contrast, 
Wavelet_Entropy7_ll, Wavelet_Entropy7_hh 

Wavelet_Entropy8_hh, MCTMCM3_Correlation3, 

MCTMCM3_Variance4, MCTMCM3_Contrast2_ll, 

MCTMCM3_Homogeneity4_ll, MCTMCM3_ 

Energy1_lh, MCTMCM3_ Contrast3_lh, 

MCTMCM3_Variance2_lh, MCTMCM3_ 

Entropy2_hl, MCTMCM3_ Contrast1_hl, 

MCTMCM3_Contrast4_hl, MCTMCM3_Homo 

geneity2_hl, MCTMCM3_ Homogeneity3_hl, 

MCTMCM3_Homogeneity2_hh, MCTMCM3_ 
Homogeneity3_hh, MCTMCM3_Homogeneity4_hh } 

  (8) 

 

In Table VI, the values of the classification performance 

parameters, obtained when providing the set of the relevant 

textural features illustrated in (8), at the inputs of the 

considered classifiers, are depicted. The maximum 

recognition rate, of 92.85%, as well as the maximum AUC, of 

96.5%,  resulted in the case of the RF classifier. We also 

notice the increased value of the sensitivity (96.4%), obtained 

in the case of the MLP classifier. 
 

TABLE VI. THE CLASSIFICATION PERFORMANCE PARAMETERS OBTAINED IN 

THE CASE WHEN THE MCTMCM FEATURES WERE CONSIDERED, WHEN  

DIFFERENTIATING BETWEEN  THE GINGIVAL SULCUS AND THE NEIGHBORING 

AREAS 

 
Recogn. 

Rate 

TP 

Rate 

TN  

Rate 

AUC 

SVM 90.28% 90.3% 90.3% 90.3% 

MLP 91.07% 96.4% 85.7% 91.1% 

RF 92.85% 92.9% 92.9% 96.5% 

AdaBoost 

+ J48 

90.28% 85.7% 92.9% 91.7% 

 

The comparison between the classification accuracies 

resulted when considering only the old textural features, 

respectively when taking into account both the old and the 

newly defined textural features is illustrated in Fig.7. An 

accuracy increase for all the classifiers, corresponding to the 

case when also the newly defined textural features were taken 

into account, can be noticed in this figure.  
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Fig.7. The comparison between the recognition rates resulted for the old and 

new textural feature sets, when the MCTMCM features were considered, in 

the case of the differentiation between the gingival sulcus and the 

surrounding tissues 

 

V. CONCLUSIONS 

The Complex Textural Microstructure Co-occurrence 

Matrix (CTMCM) generally led, in the case of the considered 

pathological structures, to a classification performance 

improvement, compared with the situation when using only 

the old textural features. The best results were obtained when 

all the Laws’ features were considered, but satisfying results 

were provided also when taking into account the CTMCM 

matrix based only on the selected Laws’ features, respectively 

the third order MCTMCM based features, especially in the 

case of the gingival sulcus characterization and recognition. 

The best obtained classification accuracy was 98.33% in the 

case of the recognition of the colo-rectal tumors and 93.05% 

in the case of the gingival sulcus recognition. Thus, in the 

first case, the result was better than the already obtained 

results in the domain, while in the second case the result was 

comparable with the state of the art results.  

More extended datasets will be considered in our future 

work, in order to further validate the CTMCM and 

MCTMCM methods. Other types of multiresolution textural 

features will be considered as well, such as those based on the 

Gabor transform [4].  
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 

Abstract—DNS64 is going to be an important service 

(together with NAT64) in the upcoming years of the IPv6 

transition enabling the clients having only IPv6 addresses to 

reach the servers having only IPv4 addresses (the majority of 

the servers on the Internet today). This paper describes the 

design, implementation and functional testing of MTD64, a 

flexible, easy to use, multi-threaded DNS64 proxy published as 

a free software under the GPLv2 license. All the theoretical 

background is introduced including the DNS message format, 

the operation of the DNS64 plus NAT64 solution and the 

construction of the IPv4-embedded IPv6 addresses. Our design 

decisions are fully disclosed from the high level ones to the 

details. Implementation is introduced at high level only as the 

details can be found in the developer documentation. The most 

important parts of a through functional testing are included as 

well as the results of some basic performance comparison with 

BIND. 

Keywords—DNS, DNS64, domain names, IPv4, IPv6, IPv6 

transition. 

I. INTRODUCTION 

Due to the depletion of the public IPv4 address pool [1] 

the ISPs (Internet Service Providers) will not be able to 

assign public IPv4 addresses to their new clients. Reference 

[2] classifies the possible IPv4 address sharing mechanisms 

and discloses their tradeoffs. From among them, many 

Hungarian ISPs have chosen to give private IPv4 addresses 

to the clients and use CGN (Carrier Grade NAT). However, 

this solution limits the reachability of the clients from the 

outside world, and does not support their transition to IPv6, 

which one must happen once (sooner or later). In our 

opinion, the deployment of IPv6 is the forward looking 

solution for the shortage of public IPv4 address. The new 

clients will get IPv6 addresses only and they can 

communicate with the native IPv6 servers directly, but the 

majority of the Internet servers still use IPv4 only. The 

combination of a DNS64 [3] service and a NAT64 [4] 

gateways is a suitable solution which enables the IPv6 only 

clients to communicate with IPv4 only servers [5]. We agree 

with the authors of [2] that: “The only actual address sharing 

mechanism that really pushes forward the transition to IPv6 

is Stateful NAT64 (Class 4). All other (classes of) 

mechanisms are more tolerant to IPv4.” Therefore we expect 

that (because NAT64 needs it) DNS64 will become a 

widespread used service during the upcoming phase of the 

IPv6 transition. To use this solution, a DNS64 server has to 

be set as the DNS server in the IPv6 only computers. When 
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a client program (e.g. web browser) requests a domain name 

resolution for the domain name of a server which it wants to 

connect to, then the DNS64 server acts like a proxy: it uses 

the normal DNS system to find out the IP address. If the 

DNS64 server gets an IPv6 address from the DNS system 

then it simply returns the IPv6 address to the client. 

However, if it gets no IPv6 address but only IPv4 address 

(recall that it happens in the vast majority of the cases today) 

then it synthesizes a so called IPv4-embedded IPv6 address 

[6] and it returns the synthesized IPv6 address to the client. 

In this case, the communication of the IPv6 only client and 

the IPv4 only server will happen with the help of a NAT64 

gateway. See more details later in this paper. 

There are a number of free software [7] (also called open 

source [8]) DNS64 implementations, e.g. BIND, Unbound, 

PowerDNS or TOTD but even the smallest of them, TOTD 

has about 10,000 lines of source code (excluding the source 

of SWILL, its built-in web server) [9].  In this paper, we 

propose MTD64, a tiny Multi-Threaded DNS64 server, 

which one is very small in code size (less than 1300 lines of 

source code) but it is still flexible and convenient. The aim 

of our work is to provide a simple DNS64 implementation 

which has clear and disclosed design decisions and well 

documented source code to give a chance for others to 

improve it by adding further functionalities or changing 

some of the used solutions to more efficient ones. The 

software is planned to be developed mainly by university 

students under the supervision of the first author of this 

paper, but our free software license allows anyone to join by 

making an own fork of the source code. At its current stage, 

MTD64 is not meant to be used as a DNS64 server in real-

life networks, but it is rather meant to be a base point for 

further developments and to serve also as a testbed for 

comparison of the efficiency of different possible solutions 

(e.g. different caching policies). Our long term goal is to 

develop a production quality DNS64 server step by step. 

The design decisions of MTD64 were originally disclosed 

in our conference paper [10], which one is now extended 

with high level details of implementation and with the 

documentation of testing including a thorough functional 

testing and a basic performance comparison with BIND. 

The remainder of this paper is organized as follows. First, 

the theoretical background is introduced to the reader: the 

DNS message format, the operation of the DNS64+NAT64 

solution and the construction of the IPv4-embedded IPv6 

addresses are described. Second, our design decisions are 

presented from the high level ones to the details. Third, the 

implementation is described at high level including the 

source files and their roles as well as the operation of the 

program in a nutshell. Fourth, a detailed functional testing of 

our DNS64 implementation is done including a short 

performance testing, too. Fifth, our future plans are 

summarized. Finally, our conclusions are given. 

Design, Implementation and Testing of a Tiny 

Multi-Threaded DNS64 Server 
 

Gábor Lencse and András Gábor Soós 
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II. THEORETICAL BACKGROUND 

A.  Format of DNS Messages 

The DNS64 server has to work with various DNS 

messages: it must interpret, forward, prepare or synthesize 

them. Therefore we give a brief summary of the DNS 

message format [11].  

DNS messages between a client and a server usually 

travel over UDP because both the requests and replies are 

usually short and sending them over UDP is much faster 

than establishing a TCP connection using the three-way 

handshake before the client-server communication and 

closing it at the end using the four-way handshake. If some 

of the messages happen to be lost then they can be resent. 

1) Top level structure 

A DNS message is built up by five sections: its Header 

section is always 12 bytes long and it is followed by four 

variable length sections (some of them may be empty): 

Question, Answer, Authority, Additional. 

2) Header section format 

The Header section can be further subdivided as shown in 

Fig. 1. The 16-bit Transaction ID field is used by the client 

to identify the answer of the server for different questions. It 

is generated by the requester (client) and it is copied by the 

server into the corresponding reply. The QR bit specifies 

whether this message is a query (0), or a response (1). The 

OPCODE field is used by the originator of the query to 

specify the kind of the query and it is copied by the server 

into the answer. Only the 0 value is of practical interest for 

us, it means standard query. The AA bit is valid only in 

responses and it signals if the answer is authoritative. The 

TC bit signals if the DNS message was truncated due to the 

limitations of the MTU of the transmission channel. The 

usage of the TC bit is clarified in section 9 of [12]. “The TC 

bit should not be set merely because some extra information 

could have been included, but there was insufficient room.” 

It also states that: “When a DNS client receives a reply with 

TC set, it should ignore that response, and query again, 

using a mechanism, such as a TCP connection, that will 

permit larger replies.” 

→ The DNS64 server program should not set the TC bit 

for leaving out some of the Additional RRs at the end of the 

message. 

The RD bit is used by the requester to ask recursive query. 

The RA bit is used by the server to signal if recursion is 

available. All four bits of the Z field must be set to 0 in all 

queries and responses (it is reserved for future use). The 

RCODE field of the responses specifies the error code: 0 

value means no error. The QDCOUNT field specifies the 

number of entries in the Question section. In practice, clients 

send only one question in a DNS message. The ANCOUNT, 

NSCOUNT and ARCOUNT fields specify the number of 

resource records in the Answer, Authority and Additional 

sections, respectively. 

3) Question section format 

The Question section contains QDCOUNT number of 

entries (usually 1). An entry follows the format shown in 

Fig 2. The variable length QNAME field contains the domain 

name using special encoding (see: Domain name encoding 

and message compression). The QTYPE filed specifies the 

RR (Resource Record) type by 16-bit long binary vales. 

Some examples are:  

 A (0x01) – IPv4 Address 

 AAAA (0x1C) – IPv6 Address (4 times size of A) 

 CNAME (0x05) – Canonical NAME (alias) 

 MX (0x0F) – Mail eXchanger 

 NS (0x02) – Name Server 

 PTR (0x0C) – used for reverse mapping (PoinTeR). 

The QCLASS field contains the 0x01 16-bit binary value 

for denoting the IN (Internet) class. The other theoretically 

possible values for CH (Chaos) or HS (Hesiod) are not used.  

4) Resource record format 

The RR (Resource Record) format – used in the Answer, 

Authority and Additional sections – is shown in Fig. 3. The 

first three fields correspond to that of the Question section. 

The 32-bit unsigned integer in the TTL (Time to Live) field 

specifies the time interval in seconds while the RR may be 

cached. The 16-bit unsigned integer in the RDLENGTH field 

gives (in octets) the length of the RDATA field, which 

contains the octets of the given resource (e.g. the 4 octets of 

the IPv4 address or the 16 octets of the IPv6 address). 

5) Domain name encoding and message compression 

The domain names stored in the QNAME or NAME fields 

follow special encoding. A domain name is built up by so 

called labels separated from each other by “.” characters. 

The labels must be no longer than 63 characters. When 

domain names are encoded in DNS messages, the first 

character gives the length of the first label and then the 

characters of the first label follow. After that, a character 

stands that specifies the length of the next label and the 

characters of the next label follow, etc. Finally, a zero 

character after the last label signals the end of the domain 

name. Fig. 4 illustrates the encoding of the domain name 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Transaction ID 

QR OPCODE AA TC RD RA Z RCODE 

QDCOUNT 

ANCOUNT 

NSCOUNT 

ARCOUNT 

Fig. 1.  DNS message Header section format. 

 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

 

QNAME 

(variable length) 

QTYPE 

QCLASS 

Fig. 2.  DNS message Question section format. 

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

 

NAME 

(variable length) 

TYPE 

CLASS 

TTL 

(32-bit) 

RDLENGTH 

 

RDATA 

(variable length) 

Fig. 3.  DNS message RR format for Answer, Authority, Additional sections. 
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whale.hit.bme.hu. 

The addition of pointers to this encoding scheme makes 

possible an efficient compression if there are repetitions of 

entire domain names or label sequences at the end of the 

domain names in DNS messages. A pointer is a two octet 

sequence where the first two bits of the first octet are ones, 

see Fig. 5. Note that the length of a label is at most 63 octets, 

therefore the first two bits of the octet expressing its length 

are always zeros, thus a pointer can be easily distinguished 

from a label. The OFFSET field of the pointer specifies the 

offset of the pointed label sequence from the beginning of 

the DNS message. Let us demonstrate it with an example. If 

the domain name in Fig. 4 starts at offset 0x0030 in a DNS 

message then we can compress the www.hit.bme.hu 

domain name in the same DNS message as it is shown in 

Fig. 6. The beginning three w characters are encoded in the 

usual way and then follows the 0xC0 value. The “11” values 

of its first two bits show that this is a pointer and the octet is 

to be interpreted together with the next one. The value of the 

offset field is 0x0036, which points to the second label of the 

domain name in Fig. 4. 

→ The DNS64 server program must be able to handle 

correctly this encoding and compression scheme. (See later 

its consequences: the server program must be able to decode 

the domain name for logging purposes and it must also be 

able to modify the pointer if the pointed RR is moved within 

the DNS message.) 

B.  Operation of the DNS64 + NAT64 Solution 

The operation of the DNS64 + NAT64 solution is 

demonstrated in Fig. 7. It shows a scenario where an IPv6 

only client communicates with an IPv4 only web server. The 

DNS64 server uses the 64:ff9b::/96 NAT64 Well-Known 

Prefix for generating IPv4-embedded IPv6 addresses. A 

prerequisite for the proper operation is that packets towards 

the 64:ff9b::/96 network are routed to the NAT64 gateway 

(routing must be configured that way). Let us follow the 

steps: 

1. The client asks its DNS server (which one is actually 

a DNS64 server) about the IPv6 address of the 

www.hit.bme.hu web server. 

2. The DNS64 server asks the DNS system about the 

IPv6 address of www.hit.bme.hu. 

3. No IPv6 address is returned. 

4. The DNS64 server then asks the DNS system for the 

IPv4 address of www.hit.bme.hu. 

5. The 152.66.148.44 IPv4 address is returned. 

6. The DNS64 server synthesizes an IPv4-embedded 

IPv6 address by placing the 32 bits of the received 

152.66.148.44 IPv4 address after the 64:ff9b::/96 

prefix and sends the result back to the client. 

7. The IPv6 only client sends a TCP SYN segment 

using the received 64:ff9b::9842:f82c IPv6 address 

and it arrives to the IPv6 interface of the NAT64 

gateway (since the route towards the 64ff9b::/96 

network is set so in all the routers along the path). 

8. The NAT64 gateway constructs an IPv4 packet using 

the last 32 bits (0x9842f82c) of the destination 

IPv6 address as the destination IPv4 address (this 

is exactly 152.66.248.44), its own public IPv4 

address (198.51.100.10) as the source IPv4 address 

and some other fields from the IPv6 packet plus 

the payload of the IPv6 packet. It also registers the 

connection into its connection tracking table (and 

replaces the source port number by a unique one if 

necessary). Finally it sends out the IPv4 packet to 

the IPv4 only server. 

9. The server receives the TCP SYN segment and sends 

a SYN ACK reply back to the public IPv4 address 

of the NAT64 gateway. 

10. The NAT64 gateway receives the IPv4 reply 

packet. It constructs an appropriate IPv6 packet 

5 w h a l e 3 h i t 3 b m e 2 h u 0 

Fig. 4.  DNS encoding of the whale.hit.bme.hu domain name. 

 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1 OFFSET 

Fig. 5.  The structure of a pointer. 

 
3 w w w C0 36 

Fig. 6.  Compressed encoding of the www.hit.bme.hu domain name 

using the fact that the domain name shown in Fig. 4 starts at offset 0x0030. 
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Fig. 7.  The operation of the DNS64+NAT64 solution: an IPv6 only client communicates with and IPv4 only server. 
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using the necessary information from its state table. 

It sends the IPv6 packet back to the IPv6 only 

client. 

The communication may continue on. It seems to the 

clients that it communicates to an IPv6 server. Similarly, the 

server “can see” an IPv4 client. If it logs the IP addresses of 

the clients than it will log the public IPv4 address of the 

NAT64 gateway. 

Most client-server applications can work well with the 

DNS64+NAT64 solution. See more information about the 

application compatibility in: [13]–[15]. 

In practice, the world wide usage of the NAT64 Well-

Known Prefix has several hindrances, see sections 3.1 and 

3.2 of [6]. Therefore the network operators allocate a subnet 

from their own network for this purpose. It is called Network 

Specific Prefix (NSP). 

→ The DNS64 server must enable the user to set the 

appropriate prefix for synthesizing the IPv4-embedded IPv6 

address. 

C.  Construction of the IPv4-Embedded IPv6 Addresses 

The construction of the IPv4-embedded IPv6 addresses is 

defined in [6]. When using Network-Specific Prefix, the 

network administrator has to decide the size of the prefix. 

There are some constraints: 

 The prefix size must be exactly one of 32, 40, 48, 56, 

64 or 96. 

 The 64-71 bits of the IPv6 address must be 0. 

 The 32 bits of the IPv4 address are stored right after 

the prefix but the above mentioned 0 bits have to 

be left out (or jumped over). 

 If there are unused bits at the end of the IPv6 address 

then they must be filled with 0-s. 

→ The DNS64 server should be able to check the prefix size 

and accept only the permitted ones. 

D.  Operation Requirements for the DNS64 server 

The DNS64 server is set as the normal DNS server of the 

client.  

→ Therefore the DNS64 server must be able to act as a 

proxy for any other requests than the AAAA records (e.g. 

MX). 

Even though DNS64 is intended as an IPv6 transition 

solution for the IPv6 only clients, the clients might use dual 

stack. 

→ Therefore A record requests and their replies must 

also be forwarded untouched. 

III. DESIGN DECISIONS 

A.  Design Principles 

Our intention was to create a DNS64 server program that 

can be a viable alternative to the existing free software 

DNS64 implementations. Its attributes must include ease of 

use, high performance and ease of modification. In our 

position, a program like this should be: 

 simple and therefore short (in source code) 

 fast (written in C, at most some parts in C++) 

 extensible (well structured and well documented) 

 convenient and flexible in configuration 

 free software under GPL or BSD license 

B.  High Level Design Decisions 

1) Forwarder or recursor 

A DNS server may operate in two modes. If it works as a 

recursor then it performs the recursion itself: starting from a 

top level DNS server it performs a series of iterative queries 

until it receives an authoritative answer.  If it works as a 

forwarder then it acts like a proxy: forwards the queries to 

another DNS server and simply returns its answer to the 

client. (It may also cache the information.) As for the before 

mentioned four free DNS64 implementations, BIND and 

PowerDNS can act as both recursor and forwarder. TOTD 

can act as a forwarder only. Unbound can be either of them 

if it is used as a DNS server only, but it may perform the 

DNS64 functionality only in the case if it is set as a recursor. 

We decided that MTD64 will operate as a forwarder only. 

It complies with the principle of simplicity. 

2) Caching 

On the one hand caching may significantly improve the 

performance of a DNS server, but on the other hand it 

seriously increases complexity. In addition to that the most 

common desktop operating systems, i.e. the different 

versions of Windows and Linux use DNS caching, thus they 

do not send the subsequent requests of the clients concerning 

the same domain name to the DNS server. However, if the 

DNS64 server is used by several clients then many of them 

may send requests for the same set of domain names thus 

caching is very likely to be beneficial. 

We decided to omit caching from the first version of 

MTD64 because implementing it would have required more 

time than it was available during the final project (MSc 

thesis) of the second author of this paper. It is planned to be 

added later as a separate project for another student. 

3) Storing the requests or not 

When the DNS64 server receives a request from the client 

and forwards it to the DNS system, the DNS64 server should 

preserve the information about the client while waiting for 

the reply to be able to send back the reply (or the 

synthesized IPv6 address) to the client. The requests from 

the different clients may arrive in high number therefore an 

expandable data structure should be chosen e.g. linked list, 

balanced or unbalanced trees. Their operations (insert, find, 

delete) involve programming complexity and the operations 

may involve significant time complexity if the data structure 

has high number of elements. Unfortunately there is a trade-

off between the programming complexity and the speed. E.g. 

the operations of the linked list are simple but their time 

complexity is O(n), where n denotes the number of elements 

in the data structure. The time complexity of the operations 

of the balanced trees is O(log n), but their operations require 

more programming work. For more information see [16] and 

its references. 

We decided not to store explicitly the client information 

but start a new thread for each request. It means the 

information is stored on the stack in the local variables (and 

on the heap in dynamically allocated data structures held by 

pointers). We hope that this solution will not fight back 

through high memory consumption but it will turn out during 

performance testing. As a positive consequence of our 

decision, MTD64 will be able to utilize all the CPU cores of 

the server. 

4) Programming language and program structure 

The C++ programming language was chosen mainly for 
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its thread handling. Only one class is used: its tasks are to 

store the parameters set by the user and to make them 

available by member function calls. The majority of the 

source code is written in the C language to be as fast as 

possible. One main source code file contains the most 

important operation of the server program and two separate 

ones contains the code for loading and storing the settings. 

They all include the same single header file. See more 

details later on. 

5) Configuration file format 

Simple text format was chosen. The configuration file is 

line oriented: a keyword is followed by the values for the 

given setting. Both “#” and “//” can be used for denoting 

comments.  

6) Logging 

The MTD64 program uses the standard syslog facility for 

logging. The program uses multiple log levels and the 

amount of the logged information can also be set by the user 

in the configuration file of MTD64. 

7) License 

The GPL v2 license was chosen. It ensures that the 

derivatives of MTD64 will remain also free software. 

C.  Important Design Details 

1) DNS servers and selection between them 

Multiple name servers may be set. They can be added by 

using multiple lines. Also the configured name servers from 

the (Linux) operating system can be loaded. Two DNS 

server selection modes are supported. Round Robin uses the 

first one from the list while it replies on time. If time-out 

occurs, than it takes the next one from the list. Random 

chooses one randomly for every request. Note that this 

solution makes it possible to use the DNS servers balanced 

or unbalanced: e.g. one of them is specified 10 times and the 

other one is specified 20 times.  

The random DNS server selection mode will also be 

useful when testing the performance of the MTD64 

software: multiple DNS servers can be used so that their 

performance will not limit the performance of the MTD64 

software. 

2) DNS message length 

DNS messages carried over the UDP transport protocol 

are limited to 512 octets. A DNS server may return multiple 

RR entries in its answer, thus its size may be close to 512 

octets. When IPv4-embedded IPv6 addresses are synthesized 

from IPv4 addresses it results in a 16-4=12 octets growth for 

each IP address. Therefore care must be taken to the 512 

octet limit. As certain programs may handle larger 

datagrams and others may not, we decided to entrust the 

decision to the user. Therefore the maximum length of the 

response of the MTD64 server can be set in the 

configuration file. If a resource record does not fit in the 

specified size of DNS reply message, the program leaves out 

the resource record and also logs the event. It does not set 

the TC bit, because by doing so it would force the client to 

repeat the query by using TCP, see [12]. 

3) Client and DNS server IP version 

The IP version for the client side is obvious: the IPv6 only 

clients use IPv6. What IP version should be used to reach 

the DNS system? Theoretically the request for the “AAAA” 

record might also be sent over IPv6, but we found a safe and 

simple choice to use always IPv4. (It simplifies both the 

setting of the DNS servers in the configuration file and the 

communication with them.)  

4) Order of questions and answers  

Section 5.1.8 of [3] states that: “The DNS64 MAY 

perform the query for the AAAA RR and for the A RR in 

parallel, in order to minimize the delay.” However, this 

possible speed up has its price in assembling and sending 

always two questions instead of one1 as well as taking care 

for which one the answer has already arrived, therefore we 

decided not to do this, but rather follow the order shown in 

Fig 7. 

5) Preparation of the answers to the clients 

If the question of the client was different than an “AAAA” 

record (e.g. “A” record, “MX” record, etc.) or the client 

asked for an “AAAA” record and the DNS system 

responded with an “AAAA” record than it is enough to 

forward its reply to the client. (It can be done without any 

changes, because even the Transaction ID is matching since 

MTD64 forwarded the request of the client untouched to the 

DNS system which one also kept the Transaction ID.) When 

an “AAAA” record must be synthetized from an “A” record, 

we saw two possible ways for completing this task: 

1. The complete reply can be assembled step-by-step 

“from scratch” using the information piece-by-

piece from the reply of the DNS system. (It 

requires a lot of steps, see the fields of the DNS 

messages.) 

2. The reply can be built in larger chunks by copying as 

long as possible memory areas from the reply of 

the DNS system. 

The second one was chosen to achieve higher speed. The 

size of the chunks is limited by the occurrences of the “A” 

records: the 4 octet long IPv4 addresses have to be replaced 

by the synthesized IPv6 addresses which requires 16 octets 

space. Special care must be taken for the domain names 

containing pointers whether they have to be adjusted. (Recall 

that the RRs in the DNS answers also contain the questions 

with specially encoded and possibly compressed the domain 

names.) 

D.  Further Design Details 

The presentation of all the design details would exceed 

the limitations of this paper. They are included in the 

“Programmer Documentation”. For those who would like 

only to use MTD64, we recommend the “User 

Documentation”. They can be found together with the 

commented source code on GitHub [17]. We also present a 

simple configuration file in the appendix, to give an 

impression of how flexibly MTD64 can be configured. 

IV. IMPLEMENTATION 

As both programmer documentation and commented 

source code are available on GitHub [17], we give only a 

high level overview here. 

A.  Source Files and their Responsibilities 

There is a single header file header.h containing all the 

necessary system header file includes, the definition of the 

ConfigModule class and some function prototypes. It is 

included by all program files. 

 
1 We note that more and more Internet hosts will have IPv6 addresses in 

the future and, therefore, the “A” record will have to be asked less 

frequently. 
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The config_load.cpp file contains a single function 

load_config(), which is responsible for loading all 

parameters from the settings.conf configuration file 

and storing them in an instance of the ConfigModule 

class. 

The member functions of the ConfigModule class are 

defined in config_module.cpp and their task is to set 

and retrieve all data members of the class containing 

configuration information as well as to synthesize IPv4-

embedded IPv6 addresses. 

The main source file is called dns64server.cpp and 

it contains some string and error handling functions, the 

main() function and the send_response() function 

which one is responsible for the lion’s share of the tasks of 

MTD64. 

A workable sample configuration file settings.conf 

and a Makefile are also provided. 

B.  Operation of MTD64 in a Nutshell 

The main() function calls the load_config() 

function to read the parameters, opens an UDP socket for 

receiving DNS queries and then starts an infinite loop, in 

which it receives DNS queries and starts a separate thread 

for handling each of them. The executed code of the thread 

is the send_response() function. It checks and records 

if an “AAAA” record was requested by the client. Then it 

forwards the query to the appropriate DNS server 

(determined by the settings) keeping everything (including 

the Transaction ID) untouched in it. Next, it sets the 

appropriate timeout (defined by the user in the configuration 

file) using the setsockopt() socket handling function 

and calls the recfvrom()function for receiving the reply 

from the DNS server. (If timeout occurs then it resends the 

query by at most as many times as the number set by the user 

in the configuration file, but now we do not go into deeper 

details.) If finally a response is received then it checks in its 

own records, if an “AAAA” record was requested by the 

client. If yes, and no “AAAA” record was received in the 

answer of the DNS server then it prepares a DNS query for 

an “A” record by modifying the query type in the preserved 

DNS query message from the client. Then it sends the query 

to the appropriate DNS server and receives its reply in the 

above mentioned manner (using timeout and resending the 

query if necessary). If it receives at least one “A” record 

then it modifies the message from the DNS server by 

replacing all “A” records with synthesized “AAAA” records 

(note that there may be more than one of them) taking care 

also for modifying pointers if necessary. It also considers the 

maximum DNS message length allowed by the standard 

(512 octets) or set for some other value by the user. (It may 

be necessary to omit some records at the end of the DNS 

message.) Finally, it returns either the untouched reply of the 

DNS server (if no change was necessary) or the modified 

one – containing one or more IPv4-embedded IPv6 

address(es) – to the client. Note that the Transaction ID was 

always left unchanged thus the reply will meet the 

expectation of the client. 

V. TESTING 

Unless stated otherwise, the settings of the sample 

configuration file were kept and the standard Linux host 

command was used for testing. The IPv6 address of the 

client was fe80::221:ccff:fe69:9f0a and the IPv6 address of 

the MTD64 server was: fe80::8e89:a5ff:fec5:5bef during all 

the functional and message length tests. 

A.  Functional Testing 

1) Command line testing and observation 

The host www.yandex.ru command was used for 

testing. As no other parameters were specified, the host 

command sent three queries and they asked “A”, “AAAA” 

and “MX” records. The result of the command is shown in 

Fig. 8. It can be observed that the domain has three IPv4 

addresses and no IPv6 address, therefore three IPv6 

addresses were synthesized by MTD64 using the IPv4 

addresses and the 2001:db8:63a9:2ef5:dead:beef::/96 prefix. 

Please note that the IPv4 and the corresponding IPv4-

embedded IPv6 addresses are in a different order; we shall 

show its reason soon. 

2) Wireshark capture analysis 

The network traffic of the MTD64 server was captured by 

Wireshark during the execution of the host command for a 

more thorough checking of the operation of our DNS64 

implementation. The captured packets are shown in Fig. 9. 

By observing the first four of them, we can see that MTD64 

 
 

Fig. 8.  Output of the functional testing command. 

 

 
 

Fig. 9.  DNS messages during the basic functional testing – captured and displayed by Wireshark. 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 2 (2016)

73



 

acted like a proxy when an “A” record was requested: the 

first message was sent from the client to the MTD64 server 

over IPv6. The second message contained the same query 

and is was sent from the MTD64 server to a public DNS 

server at 8.8.4.4 over IPv4. Similarly the response of the 

public DNS server was simply forwarded to the client by 

MTD64. The next six lines show the resolution of the query 

for an “AAAA” record. Similarly to the case of the query for 

the “A” record, MTD64 forwarded the request of the client 

to the public DNS server. Let us observe that the 0x1032 

Transaction ID was also kept. However, MTD64 received 

an “empty” answer. Therefore, it sent a query for an “A” 

record using the same Transaction ID. We can observe that 

the public DNS server sent the same three IPv4 addresses as 

before but in a different order (now, the first two begin with 

the 213.180/16 prefix). This is the explanation of our earlier 

observation of the order change (based on the output of the 

host command shown in Fig. 8.) And let us also observe that 

whereas the length of the response of the public DNS server 

is 245 bytes, the length of the response of the MTD64 server 

is 325 bytes. The difference is 80 bytes. We shall explain its 

reason soon by a deeper analysis of the two messages. The 

last four lines show the resolution of the query for an 

“AAAA” record. Here, MTD64 acted as a proxy again, thus 

we do not go into details. 

3) Deeper analysis of the messages 

Now, we compare two messages: the one with the “A” 

records from the public DNS server to the MTD64 server 

and the one with the synthesized “AAAA” records from the 

MTD64 server to the client. They are shown in Fig. 10. The 

first message contains the query, the three answers as “A” 

records, the names of two authoritative name servers and 

four additional records. From the four additional records, 

two ones are of type “A” and the other two ones are of type 

“AAAA”. MTD64 transformed this message into the second 

one. How many differences can be observed? There are five 

of them: the three “A” records as answers and the two “A” 

records from among the additional records were transformed 

into “AAAA” records. Each transformation is responsible 

for a length growth by 12 octets. The IP headers are not 

displayed here but it can be checked in Fig. 9 that the first 

message travelled over IPv4 and the second one was sent 

over IPv6. The length of the standard IPv4 and IPv6 headers 

are 20 octets and 40 octets, respectively. Now, we have 

shown that the difference between the lengths of the two 

messages is exactly 5*12+20=80 octets. 

B.  Testing DNS Message Length Issues 

As we have just seen, the DNS64 functionality increases 

the length of the DNS messages. What happens if we reach 

 
 

Fig. 10.  How MTD64 synthesizes IPv4-embedded IPv6 messages? 
 

 

Fig. 11.  A DNS message which is longer than 512 octets. 

 

 
 

Fig. 12.  DNS messages with 700 octets maximum length limit set – captured and displayed by Wireshark. 

 

 
 

Fig. 13.  DNS messages with standard 512 octets maximum length limit set – captured and displayed by Wireshark. 
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the 512 octets limit? To be able to test this situation, we had 

to find an appropriate domain name. An appropriate one can 

be found as follows: the host -t AAAA www.gmw.cn 

command results in several CNAME-s and one of them, 

namely cc00033.h.cnc.ccgslb.com.cn is suitable 

for this purpose. 

1) Testing with 700 octets limit 

The configuration file was modified as follows: 

response-maxlength 700 

Fig. 11 shows the results of the execution of the host 

command querying the “AAAA” record of the above 

mentioned domain name. The command also displayed the 

length of the DNS message: 605 bytes (marked by a red 

rectangle). Please note that the host command did not give 

an error message because of the DNS message was longer 

than 512 octets – even in the verbose mode (set by the -v 

option). Wireshark also displayed this message with no 

error, see Fig. 12. (The DNS payload size is also reported as 

605 bytes in the bottom left corner of the figure.) 

2) Testing with standard 512 octets limit 

The configuration file was modified as follows: 

response-maxlength 512 

dns64-prefix 2001:0db8:63a9::/96 

The same host command was issued again. Fig. 13 

shows the Wireshark results. Now the payload length is only 

493 bytes. Fig. 14 shows the reply of the public DNS server 

(with the “A” records) and the reply of the MTD64 server 

(with synthesized “AAAA” records). It can be seen that 

some of the additional RRs were omitted by MTD64 due to 

the standard 512 octets DNS message size limit. 

C. Basic Performance Testing 

During the review process of this journal paper, we have 

compared the performance of MTD64 to that of BIND, and 

it was found that MTD64 significantly outperformed BIND 

concerning the number of answered AAAA record requests 

per second [18]. However, as that paper is still under review 

(and therefore it is not citable yet), we have performed more 

measurements using different DNS64 server hardware to 

avoid copyright issues. 

1) Test setup 

The topology of our performance test network is shown in 

Fig. 15. A Raspberry Pi 2 Model B+ single-board computer 

was used as DUT (Device Under Test) to execute the 

DNS64 server programs to be compared. The dns64perf 

[19] test program was executed by a laptop computer for 

performance measurement. The authoritative DNS server 

was executed by a high performance desktop computer. The 

elements were interconnected by a Gigabit Ethernet switch. 

This setup was prepared so that the DUT be the bottleneck, 

thus its performance determined the overall performance of 

the test system. 

2) Hardware and software parameters 

For the repeatability of our measurements, we provide 

hardware and software details. 

The authoritative DNS server was a desktop computer 

with 3.2GHz Intel Core i5-4570 CPU (4 cores, 6MB cache), 

 
 

Fig. 14.  Comparison of the DNS reply with the A records (on the left) and the MTD64 reply with synthesized AAAA records (on the right). Some of the 

additional RRs were omitted due to the standard 512 octets DNS message size limit. 
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Fig. 15.  Topology of the performance test network 
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16GB 1600MHz DDR3 SDRAM, 250GB Samsung 840 

EVO SSD, Realtek RTL8111F PCI Express Gigabit 

Ethernet NIC; Debian GNU/Linux 8.2 operating system, 

3.2.0-4-amd64 kernel, BIND 9.9.5-9+deb8u3-Debian 

The DUT was a Raspberry Pi 2 Model B single-board 

computer with 900MHz quad-core ARM Cortex A7 CPU, 

1GB 400MHz LPDDR2 SDRAM, 16GB Kingston micro 

SD card, 100BaseTX Ethernet NIC; Debian GNU/Linux 8.0 

operating system, 3.18.0-trunk-rpi2 kernel, BIND 9.9.5-

9+deb8u2-Debian, MTD64 from [17] (Latest commit: 

January 4, 2015). 

The tester device was a Dell Latitude E6400 series laptop 

with 2.53GHz Intel Core2 Duo T9400 CPU (2 cores, 6MB 

cache), 4GB 800MHz DDR2 SDRAM, 250GB Samsung 

840 EVO SSD, Intel 82567LM Gigabit Ethernet NIC; 

Debian GNU/Linux 8.2 operating system, 3.2.0-4-amd64 

kernel, dns64perf test program from [20]. 

The devices were interconnected by a 3CGSU05 5-port 

3Com Gigabit Ethernet switch. 

3) Testing method 

The dns64perf program sent AAAA record queries for 

the domain names 10-0-b-c.dns64perf.test, where 

variables b and c took their values from the [0..255] interval, 

thus altogether 65536 queries were sent. The domain names 

were resolved to the 10.0.b.c IPv4 addresses by the 

authoritative DNS server. As it is documented in [19], the 

dns64perf program organizes the 65536 name resolutions 

into 256 “experiments”. During an experiment, variable b 

has a fixed value and the program can use several threads 

specified by the user. The program measures the execution 

time of the experiments and prints out the 256 results (in 

milliseconds). For further details, see [19]. For this time, 16 

threads were used to send 16 queries concurrently in order to 

ensure high enough load. 

4) Results 

The result are presented in Table I. The N number or the 

replied AAAA record queries per second is calculated 

according to (1), where T denotes the execution time of one 

experiment (resolution of 256 AAAA record queries) 

specified in milliseconds. 

exp

ms
T

s

ms
1000*

exp

query
256

N 
 (1) 

The results are convincing: MTD64 could reply 3886 

AAAA record queries per second whereas BIND could do 

only 2094. For further results on performance comparison, 

please see [18]. 

VI. FUTURE PLANS 

A.  Detailed Performance Analysis 

We plan to test MTD64 under heavy load conditions to 

investigate its stability, CPU and memory requirements and 

also to check if it complies with the graceful degradation 

principle [21]. We also plan to compare its performance to 

the before mentioned free DNS64 server programs, namely 

BIND, TOTD, Unbound and PowerDNS with a similar test 

method which was used for their performance analysis in 

[22], [23], and [24]. 

We are especially interested in how the extensive use of 

threading influences the memory consumption of the 

program. 

We consider that our current performance results and the 

result of [18] partially justify our design decisions but we 

need to perform further tests, especially concerning the 

effects of a possible DoS (Denial of Service) attack, when 

the attacker sends needless AAAA record requests to 

exhaust the resources of the server. 

B.  Implementing Further Functions 

We plan to implement recursion, caching and concurrent 

look-up of “AAAA” and “A” records, too. We plan to add 

these functions one by one and compare the performance of 

the new software to the original one to check whether the 

additional complexity required by these functions results in 

speed-up or slow-down of the software. 

Our long term plans include the support of TCP as 

transport protocol for DNS messages and after its inclusion, 

it will be possible to add also DNSSEC [25]. 

EDNS(0) makes it possible to use larger than 512 bytes 

message size over UDP, see section 4.3 of [26]. We will 

consider implementing this feature. 

The tiny size of the source code makes it possible to 

oversee the program as a whole and thus to change its 

behavior and add functions as we find the best. 

C.  Expecting Feedback from the Users 

MTD64 was released as free software, sharing the source 

code and documentation on GitHub [17]. The program can 

be used, modified and redistributed under the GPLv2 

license. We would like to warn our potential users that the 

software is not yet ready to be used in production systems, 

but it can be tested and/or further developed. 

Any questions, comments, suggestions, experiences, test 

reports are welcome by the authors of this paper. 

D.  The Development of MTD64 is Kept Going 

Dániel Bakai has taken over the further development of 

our DNS64 implementation in 2015. He made a fork and 

named the new version mtd64-ng. We plan to report his 

results soon. 

VII. CONCLUSION 

We have introduced all the necessary details about the 

DNS message format, the operation of the DNS64+NAT64 

solution and the construction of IPv4-embedded IPv6 

addresses.  

We have disclosed our design principles for a high 

performance, easy to use and modify DNS64 server.  

We have fully described our design decisions from the top 

level ones to the details. 

We have summarized the most important implementation 

details in this paper and also published the source code and 

documentation of our multi-threaded DNS64 server (called 

MTD64) on GitHub as a free software under the GPLv2 

License. 

We have conducted a thorough functional testing and also 

TABLE I 

BASIC PERFORMANCE COMPARISON OF MTD64 AND BIND  

DNS64 Implementation MTD64 BIND 

Execution time of one 

experiment (ms) 

average   65.87 122.27 

std. dev.     5.08     4.67 

Replied AAAA queries per second   3886   2094 
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checked the DNS message size issues. 

During the basic performance testing, we have found that 

MTD64 significantly outperformed BIND when they were 

executed by a Raspberry Pi 2 Model B+ single-board 

computer. 

Stability testing under heavy load conditions and a 

detailed performance analysis including comparison with 

several other free DNS64 implementations are planned 

future tasks. 

We conclude that MTD64 may be useful also as a starting 

point for later development for anyone interested in. 
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APPENDIX: CONFIGURATION POSSIBILITIES OF MTD64 

 
# Sample configuration file for MTD64, a tiny Multi-Threaded DNS64 server 

 

// Uncomment the following line for name servers to be read from /etc/resolv.conf 

#nameserver defaults 

 

// Or you can add name servers manually 

nameserver 8.8.8.8 

nameserver 195.46.39.39 

 

// Set DNS server selection mode  

# selection-mode random // The given DNS servers will be used in random order 

selection-mode round-robin // If a DNS server does not respond until timeout, the next one will be used 

 

// Accepted IPv6 prefix length values are: 32, 40, 48, 56, 64, 96 

dns64-prefix 2001:0db8:63a9:2ef5:dead:beef::/96 

 

debugging yes  // Results in more verbose logging 

 

# Sample settings for the timeout value of 1.35 sec 

timeout-time-sec 1 // Maximum value is 32767  

timeout-time-usec 350000 // Maximum value is 999999 

 

# How many times will the DNS64 server try to resend a DNS query message if there is no answer 

resend-attempts 2 // Maximum value is 32767 

 

# This will set the maximum length of the IPv6 response message (UDP payload).  

# Blocks which fall outside this value will be cut off. 

# It is highly recommended not to change from 512 since it is the RFC standard.  

# Some programs can accept UDP DNS response messages longer than 512 bytes. 

# Note that only Answer, Authority, Additional blocks can be cut off.  

# Queries block is going to be sent even if the message length is longer therewith 

response-maxlength 512 // Accepted range for this setting is 0-32767 
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Abstract—Schizophrenia (SZ) and bipolar mood disorder 

(BMD) patients demonstrate some similar signs and 

symptoms; therefore, distinguishing those using qualitative 

criteria is not an easy task especially when these patients 

experience manic or hallucination phases. This study is aimed 

at classifying these patients by spatial analysis of their 

electroencephalogram (EEG) signals. In this way, 22-channels 

EEG signals were recorded from 52 patients (26 patients with 

SZ and 26 patients with BMD). No stimulus has been used 

during the signal recording in order to investigate whether 

background EEGs of these patients in the idle state contain 

discriminative information or not. The EEG signals of all 

channels were segmented into stationary intervals called 

“frame” and the covariance matrix of each frame is 

separately represented in manifold space. Exploiting 

Riemannian metrics in the manifold space, the classification 

of sample covariance matrices is carried out by a simple 

nearest neighbor classifier. To evaluate our method, leave one 

patient out cross validation approach has been used. The 

achieved results imply that the difference in the spatial 

information between the patients along with control subjects 

is meaningful. Nevertheless, to enhance the diagnosis rate, a 

new algorithm is introduced in the manifold space to select 

those frames which are less deviated around the mean as the 

most probable noise free frames. The classification accuracy is 

highly improved up to 98.95% compared to the conventional 

methods. The achieved result is promising and the 

computational complexity is also suitable for real time 

processing. 

Keywords—Bipolar Mood disorder, EEG classification, Noise 

Detection, Riemannian Geometric Mean, Schizophrenia, 

Weighting, Spatial topographic difference. 

I. INTRODUCTION 

Diagnosing psychiatric disorders is very crucial because 

misdiagnosis leads to prescribe wrong medications and 

drives a patient into a worse situation. Schizophrenia (SZ) 

and bipolar mood disorder (BMD) are two of highly  
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prevalent psychiatric diseases which show some similar 

clinical symptoms such as hallucination and delusion. 

Some researches have shown an acceptable (not promising) 

diagnosis rate in classification between these two groups of 

patients by analyzing their EEG features. In our previous 

work [9], we introduced a framework containing a feature 

extraction step followed by a feature selection phase and we 

have got the classification accuracy of 92.45% between the 

SZ and BMD patients. To the best of our knowledge there 

exists no more research to classify these groups of patients 

against each other so far.  In a related work, Parvinnia et al. 

[10] improved the diagnosis accuracy between a group of 

SZ and control subject up to 95.32%. They first extracted 

several types of features from EEGs and then used an 

adaptive nearest neighbor to classify the features. Chun et 

al. [11] studied ERPs among schizophrenia, schizoaffective 

and bipolar (type-I) disorders and classified these groups up 

to 93.4% accuracy. Spatial resolution of their study is low.  

We aimed at this study to investigate EEGS in the spatial 

space. And we believe that spanning the inside information 

of one EEG signal to a higher dimensional space has this 

possibility to highlight the differences of various psychiatric 

groups better especially for SZ and BMD groups. 

Generally, in the current literature on these two types of 

mental illnesses, first spectral based EEG features are 

extracted and then the classification process is executed. 

Recently, in the field of EEG-based brain computer 

interface classification, a new approach is presented in 

which the spatial information inside EEG is captured and 

used without these pre-processes [12-15].  According to 

promising performance of this novel framework we have 

motivated to investigate it for the problem of diagnosing 

between SZ and BMD groups. In aforementioned scenario, 

they have considered covariance matrices of each window 

of EEG (frame) as the descriptor of the brain state during 

the recording of that frame. In fact, instead of detecting 

event related synchronization/desynchronization 

(ERD/ERS) in ongoing EEG signals which is a known 

procedure in EEG-analysis applications [16], they spanned 

the covariance matrices of frames in the Riemannian space 

to make a topographical model of the brain state in the 

projected space.  

Briefly, based on a non-Euclidean metric in the manifold 

space of covariance matrices, they developed a simple 

framework for the problem of single-trial EEG 

classification in a brain computer interface (BCI) 

application [13]. They also analyzed their method in other 
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Classify BMD and Schizophrenic Patients   
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applications such as: the event-related potential (ERP) and 

steady-state evoked potential (SSEP) based classifications, 

and led to achieve higher performance compared to state-

of- the art approaches. This supremacy implies on the 

power of the manifold space in representing the EEG 

characteristics.  

Here, first we demonstrate that spatial analysis of SZ 

versus BMD patients in the manifold space is informative 

and discriminative enough in order to setup a classification 

algorithm that we introduced in this paper. We also 

compare these spatial features for a group of control 

subjects versus SZ and BMD group. Secondly, in order to 

improve the accuracy of distinguishing between the patients 

a study has been done on noise detection and noise 

handling of EEG frames. As we know, noise and artifacts 

during EEG-recording decreases the performance of any 

EEG classification algorithm. And up to know, for the 

current geometric framework [15] in the field of EEG-

analysis, no preprocessing is applied straightforward to 

eliminate noise; therefore, noise and artifacts are also 

projected into the manifold space. The goal of this study is 

to introduce a pre-processing step aimed at finding a 

confidence interval in the manifold space to mark a frame 

of EEG as the noise-free frame. Later, only these noise-free 

frames will participate in the classification phase where the 

geometrical features of the frames are utilized to classify 

the EEG signals of BMD patients from SZ ones.  

In order to detect noisy frames, recently, the Riemannian 

geometric mean of frames has been used [15] in an online 

BCI system. They defined a Riemannian mean for the usual 

brain states and marked a frame as noise while it has a 

significant distance from the mean.  We extended their idea 

in this paper. Since, the key point of the current analysis of 

EEGs in the manifold domain is the mean of covariance 

matrices, in this paper a weighted algorithm is introduced 

to define the mean-point more precisely. 

For the classification step, one need to choose a suitable 

classifier in terms of good modeling of data characteristics 

additional to having a good accuracy level. Weighted 

nearest neighbor classifier has been appeared as an efficient 

method in machine learning problems where the 

distribution of classes are multi-modal [10], [17] meaning 

that samples are dispersed in the feature space. In these 

problems weighted nearest neighbor via its capability in 

capturing local information for data points produces more 

acceptable results while other classifiers which tuned a fix 

boundary in the form of linear or non-linear in their train 

phase, cannot make such a local and flexible decision. 

Here, by extending the nearest neighbor geometric 

framework to a weighted one, we achieved a more reliable 

classifier in order to improve the classification accuracy 

between the projected EEGs.  

The rest of this paper is structured as follows. Section 2 

presents the recorded data description. A short explanation 

of the current geometric framework in the literature is 

brought in Section 3. Section 4 shows that spatial geometric 

difference between SZ vs. BMD groups and also a control 

group (Ct) of normal participants is informative. Then 

Section 5 explains the contribution of this study in order to 

remove noisy frames geometrically, and our two proposed 

algorithms are described. Results are illustrated in Section 

6 and the paper concludes in Section 7.  

II. EEG DESCRIPTION 

We recorded EEG signals from total 52 subjects consists of 

26 patients with SZ and 26 patients with BMD. These 

subjects were selected from the pool of Pediatric Neurology 

outpatient Clinics of Hafez hospitals in Shiraz, Iran.  They 

were diagnosed based on clinical and DSM-IV diagnostic 

criteria [1]. Patients were individually evaluated in the 

Clinical Neurophysiology Laboratory and EEG signals were 

recorded in three minutes length from 22 scalp electrodes 

(Fp1, Fp2, Fpz, F3, F4, F7, F8, FZ, C3, C4, CZ, T3, T4, 

T5, T6, P3, P4, PZ, O1, O2, A1, A2) with Scan-LT 

apparatus, according to the 10/20 international system, 

referred to linked A1+A2 electrodes. More details on 

subject specification are published in our previous paper 

[9]. In addition we also recorded EEG signals from a group 

of 26 age-matched healthy participants in the same idle 

condition. The criteria on selecting a control subjects was 

no experience of mental illnesses in their life.  The EEG 

signals are passed through a Butterworth band pass filter 

(order 5) within the range of 8-30 Hz. Then, time 

regression method [2] is used to attenuate the artifact effect. 

Time frames of both lengths one/two seconds extracted 

from EEG-trials of each subject using successive 

rectangular windows with 50% overlap. 

III.  CURRENT RIEMANNIAN FRAMEWORK  

Barachant et.al [12-15] described that covariance matrices 

of EEG trials carry high discriminative information [3]. 

They made a new set of data points to discriminate classes 

by considering covariance matrix of each time-frame as a 

sample. Let miRX tn

i ,...,1,  
 , be a time frame 

where n   is the number of channels, t  is the window 

length and m  is the total number of frames; Then the 

covariance of  iX  is: 

 .
1

1
)( T

iiii XX
t

XC


  (1) 

As we know from algebra, a set of positive definite 

covariance matrices  nT RuPuunSCnP  ,0),()(   

follows a convex cone shape in the manifold space 

where )(nS  is the set of symmetric matrices on
nnR 

 . 

Derivative at a point  C  (matrix) of  )(np  lies in the 

vector space 
CT    that called: tangent space at C . A local 

and smooth dot product on  
CT  is defined below: 

 )(, 11  CSCSTrSS jiCji , (2) 

where 
iS and 

jS  are the projections of the 
iC and 

jC -two 

points of the manifold of )(np - onto the 
CT . This 

projection is done by using logarithmic map as an affine 

invariant metric on manifolds [4] and will induce the 
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Riemannian distance between two points on the manifold 

along with curve lines (geodesics) by: 

 .)log(),( 2/12/1

F
ijijir CCCCC   (3) 

To discriminate the samples of different classes on the 

manifold of )(nP , most of the machine learning approaches 

needs to find the mean of samples in the projected space. 

Exploiting the Riemannian definition of distance (3), the 

geometric mean of each class is the unique minima solution 

of the Karcher mean formula as:  

 



K

i

ir
nPC

K CCCC
1)(

1 ),(minarg),...,(  , (4) 

where (.) is this minimum matrix and  (.)r  is the 

geodesic value calculated by (3). The (.) can be found by 

an iterative algorithm as described in [6]. Finding the 

geometric mean of each class, a nearest neighbor classifier 

as the lazy simplest learner has been used in [7] for the 

classification step and has shown acceptable results on 

single-trial EEG classification of BCI signals. Also, by 

considering the tangent space on the geometric mean of 

each class, to project all samples to the vector space, they 

used the commonplace classifiers such as linear 

discriminant on this space [12]. Reviewing the current 

Riemannian framework, leads us to the next sections that 

we will present our contributions to this framework. 

IV. GEOMETRICAL DIFFERENCE BETWEEN SZ AND BMD 

GROUPS 

As we mentioned in the introduction, we believe that spatial 

geometric analysis is promising in diagnosis between SZ 

and BMD. In order to verify our assumption, in this section, 

the aim is to reveal a topographic spatial difference between 

SZ and BMD groups also versus a group of control subjects. 

According to the methods that are described in the above 

section, geometric mean of the covariance matrices of a set 

of EEG time frames demonstrated a valuable feature in 

discriminating EEG signals up to now. In order to consider 

geometric means of SZ versus BMD group as the 

diagnosing criterion to distinguish between them; first one 

requires verifying that there is a spatial difference between 

the groups besides this difference does not come from the 

frontal part of the brain. Since we know SZ patients do 

more face contractions and eye movements rather than 

BMD subjects. In Fig.1 the topographic plot of geometric 

mean of the covariance matrices as the solution of the (4) is 

demonstrated for each electrode of our recording system. As 

we see, there is a meaningful difference in the left-parietal 

and occipital areas for the SZ group vs. BMD. This, support 

our claim that it is reasonable to do a spatial analysis. 

Furthermore, EEG signals from a group of 26 age-matched 

healthy participants are also analyzed and the topographic 

plot is shown the Fig.1 part (c). It can be seen that the 

interconnection pattern is different for the control group 

intuitively. In the lower part of the figure, we have plotted 

the difference between pair-wise groups. It is interesting 

that geometric difference of both groups with control group 

(Ct) is more located in the central and occipital parts, 

meaning that these areas are the most defected parts by the 

illness. Summarizing, the difference patterns appear to 

pinpoint a topographically relevant story.  Left-parietal and 

occipital patterns have shown a good success in the 

literature for diagnosing these psychiatric illnesses and our 

study supports this pathophysiological implication as well.  

V. NOISY FRAMES DETECTION BASED ON THE GEOMETRIC 

RIEMANNIAN MEAN 

Artifact detection is critical in the problem of EEG 

classification. As described in section 2,in our experiment  

the patients were asked to sit and being relaxed (no mental 

task was needed) for three minutes. Here, an algorithm is 

introduced to detect and eliminate probable noisy frames 

trough studying the geometry of the covariance matrices of 

the EEG time frames. 

Averaging is a traditional approach in the noise removal 

process [8]. Therefore, in the manifold of covariance 

matrices, the average across time frames for each subject is 

taken. Note that time frames are already zero-mean after 

passing through the Butterworth band pass filter in the pre-

processing step. We first estimate the spatial-temporal 

property of the brain state for each subject with a 

multivariate Gaussian distribution as: 

 TotiNstate ii ,...,1),0(~  , (5) 

where Tot  is the total number of subjects and i is the 

distribution of EEG time frames in the feature space. Based 

on (5), the only parameter which is needed to be 

determined per subject is i . Exploiting information 

geometry, we introduce to approximate i via the 

geometric mean of the covariance matrices of all time 

frames for the subject ith. Let assume that there are m time 

frames per subject after windowing such 

as mkX i

k ,...,1 . Thus, the approximated geometric 

mean is: 

 ),...( 1 mi CC , (6) 

according to the (4) while each covariance matrix kC , is 

found by (1). Instead of using all kC s in the next step 

which is classification phase, our goal is to define a 

confidence interval for a time frame to be considered as a 

noise free frame. Our suggested algorithm in summarized 

below to calculate a marker value for each time frame. 

1) Find geodesic distance between each time frame and i : 

 mkCkgeodis ikr ,...,1),()(  , (7) 

2) Linear averaging of geodis 

 
k

i kgeodis
m

M )(
1 , (8) 

3) Mark noisy frames 

3-1) geodisiMalconfInterv 96.1  (9)  

3-2) If alconfIntervkgeodis )(   then   

                        0)( kmrk i else 1)( kmrk i , for all k. 

At the end, the multiplication of a time frame with its 

calculated marker value as: ( )(kmrkX ii

k  ) is given to the 

classifier. 

This algorithm concludes in removing noisy frames with 

marker value equals to zero.  
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Fig 1 .Topographic plot of geometric mean of covariance matrices from EEG-frames for a) BMD, b) SZ and c) Ct group. Geometric mean difference of pair-wise 

groups is illustrated in d, e and f subplots. A left-parietal and occipital difference pattern for BMD vs. SZ subjects is obvious.

 

In the classification phase we have derived two different 

approaches. In both approaches, minimum distance to the 

geometric mean of classes will give the label for the test 

sample. First method, find the covariance points by 

applying (1) on )(kmrkX ii

k   and then the geometric 

nearest neighbor classifier has been used. The scenario is 

described in the sub section A below. We called this method 

as Minimum Distance to Mean (MDM-NF) on Noise-Free 

frames. 

In the second algorithm, a weighting mechanism is 

presented to find a balanced geometric mean according to 

the various amount of contribution for each frame to the 

geometric mean. The method is named: Weighted 

Minimum Distance to Mean (WMDM-NF) on Noise-Free 

frames and the weight is calculated as the inverse of the 

geodesic between a time frame and the mean that is 

calculated by MDM-NF algorithm.  

In the nearest neighbor context, frames of all subjects 

belonging to the same group (label one/two) are used to 

calculate the mean matrix for each class. It means that 

cross-subject information has been summarized in the mean 

matrix. While the weight value for each time frame is 

estimated in such a way that it considers cross-frame 

information of each subject, separately. This conveys that 

the whole spatial information of data is combined inside the 

proposed weighted mean of the points in the space. We 

believe that this mean matrix is more accurate to be  

 

considered as a prototype for each group and consequently 

would result in a better classification. Our results in the 

next section support this claim. 

A. Minimum Distance to Mean (MDM-NF) on Noise-Free 

frames 

Input: , , 1,...i i n t

jL X R j m   for subject 1,...,thi i Tot   

As train frames belonging to two classes  1, 2iL z   and 

testX as test frame 

Output: 
testZ label of test-frame 

1- For i=1:Tot 

1,..., ( )k m frames   

a.  Find ( )i i i

k kY X mrk k   based on (6)-(9) 

b. Find  i i

k kC Y based on (1) 

End 

2-    (1) 1i i

z kCov C L z   based on (4) 

3-    (2) 2i i

z kCov C L z   based on (4) 

4-  argmin ( ),test test

r z
z

L Cov z C based on (3) 
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B. Weighted Minimum Distance to Mean (WMDM-NF) on 

Noise-Free frames 

Input: , , 1,...i i n t

jL X R j m  for subject 1,...,thi i Tot  

As train frames belonging to two classes  1, 2iL z   and 
testX as 

test frame 

Output: 
testZ label of test-frame 

1- For i=1:Tot 

1,..., ( )k m frames   

a.  Find ( )i i i

k kY X mrk k   based on (6)-(9) 

b. Find  i i

k kC Y based on (1) 

c. 
1

( )
( )

iweight k
geodis k

 based on (7) 

End 

2-    (1) ( ) 1i i i

z kCov weight k C L z    based on (4) 

3-    (2) ( ) 2i i i

z kCov weight k C L z    based on (4) 

4-  argmin ( ),test test

r z
z

L Cov z C  based on  (3) 

VI. RESULTS AND DISCUSSION 

As mentioned above, one trial per subject is recorded and a 

set of time frames is generated for each subject using a 

window of the window size equals to one second with the 

purpose of preserving stationary assumption. Moreover, 

since in the most EEG applications, brain state is analyzed 

in time frames having two seconds length, our results are 

examined for this window size as well. Table. I presents the 

outcomes of the competitive approaches with window size 

equals to one second and Table.II, shows the accuracy for 

the window with length two. In general, it is hard for the 

subjects to get used to the conditions at the beginning of the 

session and near to the end of recording, they become 

impatient or exhausted a little bit. It means that the 

probability for a time frame to be contaminated with the 

movement, fatigue and other kinds of noise, is higher in the 

early time frames same as lately ones. Therefore, the second 

minute of recorded trials has been assessed as processing 

time-interval in addition to considering the whole session. 

But, this is a heuristic assumption and the amount of 

concentrating is a subject dependent value. To have a more 

robust result and remove dependency between train and test 

samples, leave-one patient-out cross validation (LOOCV) is 

implemented. The average accuracy of all subjects is 

reported. The accuracy rate is brought for two versions of 

WMDM method. In the standard WMDM-NF, weighting 

step is employed on time frames before covariance 

estimation. In our experiment we also investigate another 

version of the weighting approach entitled as WMDM-NF2 

in which the weighting has been done after calculation of 

the covariance matrices. Consequently, the effect of 

weighting is evaluated in both temporal and spatial level. It 

can be seen that the performance is higher in the spatial-

domain up to 98.95 %. The reason is that since the 

underlying processing domain is spatial the correspondence 

is much better if the weight function is applied to the of 

covariance matrices. Besides, since the weight is defined 

based on the characteristic of the covariance distribution, it 

is more reasonable to apply it on the covariance matrices. 

Also it has been shown in these tables that considering the 

whole session gives better diagnosis because using the 

proposed noise-frame removal strategy; one can be relief of 

having extra noisy frames in the early and lately stages. 

Then we benefit from a general approach. 

To show the effect of noise-frames elimination in 

comparison with the reference geometric method (MDM) in 

the literature, Fig. 2 Is plotted. This figure collates the 

accuracy of WMDM-NF2 as our best proposed algorithm 

applied to the various time intervals with the reference 

approach. The supremacy of the proposed method manifests 

its ability in estimating a more precise mean value 

geometrically. Also Fig. 3 exhibits the distribution of 

covariance matrices along four randomly chosen electrodes: 

C3, T4, T6, and O1. It depicts spatial difference of two 

classes before and after noise removal in the first and the 

second row, respectively.  

As we can see, implementing introduced algorithm 

concludes in a more dense conic space which is more 

suitable to be used in the classification phase. 

In another experiment, to show that taking the 

advantages of geometric information outperforms the 

standard linear averaging, the correctness of the suggested 

algorithms using Euclidean mean and also Euclidean 

metric in measuring distances employed on the whole 

session is displayed in Fig.4. The lack of capability of linear 

averaging in capturing the whole information is obvious in 

TABLE I. 

LOOCV-accuracy rate with window size equal to one second 

 

Method  

Just 2
nd

 

minute 

2
nd

 minute-

end 

Whole 

session 

WMDM-NF 
94.95±2.7 93.55±4.33 97.56±2.41 

WMDM-NF2 96.06±3.66 96.25±3.02 98.95±1.09 

MDM-NF 
94.36±3.67 93.97±2.56 95.85±2.95 

 

TABLE II. 

LOOCV-accuracy rate with window size equal to two seconds 

Method  Just 2
nd

 minute 
2

nd
 minute-end Whole session 

WMDM-NF 
95.42±2.28 97.97±2.9 98.21±1.28 

WMDM-NF2 96.12±3.01 98.75±1.06 98.23±1.28 

MDM-NF 
94.32±2.5 97.72±2.09 97.78±2.3 

 

 
Fig. 2. . Comparison of reference method MDM [12] and our approach 

WMDM-NF2 in terms of classification accuracy. Sliding window is used to 

make epochs with both window sizes (WS) equals to one second and two 

seconds while various intervals of recorded data is considered. 
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comparison with using geometric mean based on the 

geodesics. 

In addition to above results that analyzes the 

performance of our algorithm in terms of accuracy, we also 

investigated the spatial pattern of our proposed geometric 

mean via topographic map to verify the potential of the 

NFWMDMC  as the definition of the mean of matrices in 

distinguishing among SZ and BMD group more intuitively. 

In this way, the eigenvector or principal component 

corresponding to the largest eigenvalue of NFWMDMC   for 

each of the groups is visualized as scalp topography, in the 

Fig.5. part a) and b). The ability of first component in 

discriminating between classes can be seen intuitively in 

this figure via looking at the diversity of the two 

topographies in the first two rows. It shows that the 

definition of the mean matrix 
NFWMDMC 

is strong enough 

 
Fig. 3. The distribution of covariance matrices along piecewise electrodes [C3, 

O1, T4 and T6] in each subplot. Left column shows how frames scatter 

originally in the space and in the right column data distribution has been shown 

after eliminating noisy frames applying WMDM-NF.  

 

 
Fig. 4. Accuracy rate of classification using Euclidean metric/Euclidean mean 

(EUC) in proposed methods in both window sizes (WS), compared to 

Riemannian metric/ Riemannian mean. Here the best result according to 

window size in Riemannian analysis (WS=1) is assessed.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 5.  This figure verifies that the proposed geometric mean of covariance 

matrices is discriminative via generating diverse pattern over the head. The 

eigenvectors or principal components corresponding to the largest eigenvalue of 

proposed 
NFWMDMC 

  are visualized as scalp topographies for BMD and SZ 

group in a) and b) respectively. The dissimilarity of the corresponding maps for 

the two classes can be seen. In c) and d) principal component corresponding to 

the smallest eigenvalue is brought for BMD and SZ respectively. Existence of 

the diversity even for the smallest eigenvalue verifies the meaningful usage of 

geometric mean.  
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to capture the information that we need in order to 

differentiate between the mental states of a patient from 

SZ/BMD group in a simple manner. It can be easily seen 

that the first principal component of this mean matrix 

differentiates active brain parts.  For the BMD group right 

temporal-parietal areas are the most active parts, while for 

the SZ patients left temporal-frontal parts show stronger 

activity. Moreover, in the theory of covariance matrices 

principal components corresponding to the smaller 

eigenvalues are also of interest. The pattern of the last 

principal component of geometric mean of the BMD and 

SZ group is illustrated in Fig.5 parts c) and d). A large 

diversity between the groups for even the last component is 

obvious. This shows that our proposed spatial algorithm is a 

useful tool in the application that we analyzed.  

Last but not the least, time complexity of applying the 

whole procedure on a test subject is just 543.57 seconds 

using Matlab R2008b on a device with CPU: Intel, 2 Duo 

2.53 GHz, 4 GB internal memory RAM and Windows 8 

pro. And it covers the claim of being suitable for online 

problems. 

VII. CONCLUSION 

This research presents a new algorithm to improve the 

classification of BMD from schizophrenic patients using 

their spatial geometry features. It relies on the covariance 

matrices as the descriptor of the brain state during the EEG 

recording. Two methods based on Riemannian geometry 

have been proposed which employed directly to the 

covariance matrices in order to reduce the effect of noise. 

The first method, named MDM-NF, is a modification of the 

Minimum Distance to Mean (MDM) algorithm proposed in 

[12] by defining a confidence interval for a time frame to be 

considered as noise free. This interval calculates based on 

geometry of second order statistic of EEG frames and is 

simple and effective. The second method, named WMDM-

NF, is a weighted version of the previous algorithm in 

which after the elimination of noisy time frames from our 

set of time frames, a weight is adjusted for the remained 

frames to control their influence on the classifier’s 

boundary for classification of a test frame. We applied 

weights to both time and spatial domains, termed as 

WMDM-NF and WMDM-NF2, respectively. Significant 

better results have been achieved by applying both proposed 

weighting approaches compared to the reference geometric 

framework (MDM). This improvement is mainly due to 

capability of our method in the handling of noisy frames. 

To show that benefitting manifold structure of covariance 

matrices will give more accuracy than using the standard 

linear averaging based on Euclidean metric, the results are 

also compared. 

Although the framework is simple and it does not have 

any parameter to tune, its performance is satisfactory. Here 

the suggested methods are employed in diagnosing BMD 

patients from SZ; however, the whole scenario is applicable 

in other diagnostic procedure too. The proposed approach is 

promising according to its successful outcomes compared to 

the conventional methods. 
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Implementation of IEEE 802.15.4a Based UWB
Systems for Coexistence with Primary Users

Çağlar Fındıklı, Serhat Erküçük, Mehmet Ertuğrul Çelebi

Abstract—Peaceful coexistence is a major implementation issue
for both cognitive radios and ultra wideband (UWB) systems.
Accordingly, the UWB impulse radio (UWB-IR) based Wireless
Personal Area Network (WPAN) standard IEEE 802.15.4a has
suggested using linear combination of pulse to limit interfer-
ence to coexisting primary systems. In this paper, motivated
by implementing the IEEE 802.15.4a based UWB-IR systems
for peaceful coexistence, we consider the implementation of
linear combination of pulses as suggested by the standard.
Accordingly, we (i) design possible linearly combined pulses that
conform to the standard requirements, (ii) consider coherent
and noncoherent receiver structures that can be adapted for the
physical layer of the IEEE 802.15.4a standard, (iii) investigate
the effect of channel models on the system performance, and
(iv) study the UWB-IR system performance in the presence
of narrowband and orthogonal frequency division multiplexing
(OFDM) based wideband primary systems with various band-
widths and subcarriers. The study shows that the UWB-IR system
performance can be significantly improved by selecting suitable
pulses for transmission and employing appropriate filtering
techniques at the receiver when the primary system is active.
For the implementation of IEEE 802.15.4a based UWB systems
complying with coexistence requirements, the results of this study
should be carefully considered.

Keywords—Ultra wideband (UWB) systems, cognitive radios,
coexistence, spectrum shaping, pulse design.

I. I NTRODUCTION

Cognitive radios [1] and ultra wideband (UWB) systems
[2] have emerged as alternative technologies for efficient
utilization of the spectrum. Both technologies are referred
to as secondary systems, where they have to coexist with
licensed (i.e., primary) systems without causing interference
to them. While cognitive radios have to assess the availability
of the spectrum by means of spectrum sensing [3]–[5] and
use the frequency band only if the primary user is not active,
UWB systems have to transmit with a low power spectral
density (PSD) [6] to limit the interference level to coexisting
primary systems. Despite UWB systems being perceived as
underlay systems below noise spectrum level, many regulatory
agencies worldwide have been cautious and have mandated
detect-and-avoid (DAA) techniques in some bands to limit
the interference level [7]. In the implementation of DAA, the
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34469 Turkey.
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UWB system initially has to perform spectrum sensing to
determine whether the coexisting primary systems are active
or not [8], [9]. As the next step, the UWB system either has
to keep silent or lower its PSD level at the frequency band of
the primary system for avoidance.

Due to the ultra-wide bandwidth nature (at least 500 MHz)
of UWB systems, there may be multiple primary systems
overlapping with the frequency band of a UWB system. On
the other hand, one or more coexisting primary systems may
be frequently active. Hence, keeping silent after the detection
of one or more primary systems may cause limited operation
capability for UWB systems. Alternatively, spectrum shaping
and pulse design techniques have been widely considered in
the literature. By utilizing the desired spectrum mask and re-
ducing the PSD level at the desired frequency band, new pulses
have been designed [10]–[12]. The common characteristic of
these pulses is that the available spectrum is optimized with no
restriction on the number of filter coefficients. However, UWB
based systems are commonly accepted as low-cost systems
with simple transceiver structures. Accordingly, the UWB im-
pulse radio (UWB-IR) based Wireless Personal Area Network
(WPAN) standard IEEE 802.15.4a [13] has suggested using
linear combination of a few pulses, which is equivalent to
using a few filter coefficients, for spectrum shaping purposes.
That is, in the presence of an active primary system, the
transceiver should generate a new pulse shape based on the
aggregation of time-shifted and scaled versions of the original
pulse. In [14], the authors have addressed generating pulses
with notches at the desired frequencies by conforming to the
restrictions in the standard based on a z-transform approach.
However, the performance of the designed pulses has not been
studied in the presence of an active primary system neither in
[14] nor in optimum pulse design studies [10]–[12].

Parallel to pulse design techniques, the effects of narrow-
band and wideband licensed systems (also referred to as
“interference” from the UWB communications perspective)
on the UWB system performance have been studied [15]–
[19]. In [15], jam resistance of UWB systems has been
investigated for interferences with various bandwidths. In
[16], the effects of GSM900, UMTS and GPS systems on
the UWB system performance (and vice versa) have been
studied. The authors have evaluated the performance of UWB
systems employing differential-Rake (D-Rake) receivers in the
presence of narrowband interference in [17]. In [18], an exact
analysis has been derived for precisely calculating the bit error
probability of a UWB-IR communication system coexisting
with an IEEE 802.11a system. In [19], the performance of a
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Multiband Orthogonal Frequency-Division Multiplexing (MB-
OFDM) based UWB system has been analyzed in the presence
of an IEEE 802.16 WiMAX system. The common approach in
these studies is that the UWB systems employ pulses that do
not take into account the interference level caused by UWB
systems to the licensed systems. However, as mandated by
the European and Japanese regulatory agencies, the UWB
systems should transmit pulses with reduced power levels at
the frequency bands occupied by licensed systems.

Motivated by implementing the IEEE 802.15.4a based
UWB-IR systems for peaceful coexistence, we consider the
implementation of linear combination of pulses as suggested
by the standard. In [20], we have considered the presence of
a narrowband interference and used only one type linearly
combined pulse to assess the UWB-IR system performance.
In this comprehensive study, we consider both narrowband
and wideband primary users and employ all possible linearly
combined pulses to determine which type of pulse may be
preferred for implementation. Accordingly, we can summarize
the contribution of the current study as follows. We:
(i) design possible linearly combined pulses that conform to
the standard requirements,
(ii) consider coherent and noncoherent receiver structures that
can be adapted for the physical layer of the IEEE 802.15.4a
standard,
(iii) investigate the effect of channel models on the system
performance, and
(iv) study the UWB-IR system performance in the presence
of narrowband and OFDM based wideband primary systems
with various bandwidths and subcarriers.

For the UWB-IR system performance, many practical sce-
narios such as the effects of transmitter-receiver structures,
interference level, interference types, pulse types and the IEEE
802.15.4a channel models are investigated in detail. The results
of this study are important as they demonstrate an alternative
implementation of the IEEE 802.15.4a system complying
with the regulatory agency mandates for coexistence, and yet
achieving a reasonable system performance.

The rest of the paper is organized as follows. In Section II,
IEEE 802.15.4a system model and the associated receiver
structures are presented. In Section III, a modified transceiver
structure that employs linear combination of pulses for co-
existence is presented. In Section IV, simulation results are
presented in order to assess the UWB system performance in
the presence of narrowband and wideband interferences for
various practical scenarios. Concluding remarks are given in
Section V.

II. IEEE 802.15.4A SYSTEM MODEL

In this section, the system model of the IEEE 802.15.4a
based UWB impulse radios [13] is presented that can support
both coherent and noncoherent data reception as given in [20].
The IEEE 802.15.4a standard uses combined binary phase shift
keying (BPSK) / binary pulse position modulation (BPPM)
for data transmission. While both the phase and position
information can be detected by coherent detection, only the
position information can be detected by noncoherent detection.

The system model that supports both coherent and noncoherent
data reception is explained as follows.

For reliable communications in a dense multipath environ-
ment, data transmission is achieved by burst of pulses, where
each of theNb consecutive pulses are transmitted within a chip
timeTc andTb = NbTc is the burst duration. The symbol time
Ts = NcTc, whereNc is the number of chips in a symbol, is
much greater than the burst durationTb (Ts >> Tb) in order
to allow time hopping (TH) for multiple access (MA) and
accommodate guard times to prevent intra- and inter-symbol
interferences. With this symbol structure, thelth symbol of
the 1st user that carries the position and phase information
can be transmitted using the signal model

w
(1)
l (t)=

Nb−1
∑

j=0

a
(1)
l s

(1)
j p

(

t− lTs−jTc − d
(1)
l δp − c

(1)
l Tb

)

(1)

wherew(1)
l (t) is the waveform of the1st user’slth transmit-

ted symbol consisting ofNb consecutive pulses,p(t) is the
transmitted pulse with durationTp ≤ Tc, and s

(1)
j ∈ {±1}

{j = 0, 1, . . . , Nb − 1} is a scrambling sequence specific to
user-1 that is used to smooth the spectrum.a

(1)
l ∈ {±1}

is the user phase information and can only be seen by the
coherent receiver, whereasd(1)l ∈ {0, 1} carries the user
position information that can be seen by both coherent and
noncoherent receivers, whereδp = Ts/2 is the position
shift parameter. Accordingly, this combined modulation is
regarded as BPSK/BPPM.{c(1)l } are the TH integer values that
scramble the position of the burst for multiuser interference
suppression. The conditioncmaxTb + Td ≤ δp should be
satisfied in order to prevent inter-symbol interference, where
cmax is the maximum TH shift integer value andTd is the
maximum channel delay spread.

In order to prevent inter-pulse interference and to specifi-
cally evaluate the effect of linear combination of pulses, we
assume a single user scenario with a single pulse transmitted
(i.e.,Nb = 1) without loss of generality. Thus, the transmitted
signal can be simplified to

w
(1)
l (t) = a

(1)
l p

(

t− lTs − d
(1)
l δp

)

. (2)

In the presence of an active primary system, the received signal
can be modelled as

r(t) = w̃
(1)
l (t) + J(t) + n(t) (3)

wherew̃(1)
l (t) is the received waveform of the1st user’s lth

symbol,J(t) represents the coexisting primary user, andn(t)
is the additive white Gaussian noise (AWGN) with two-sided
power spectral densityN0/2. In fact, the transmitted pulsep(t)
and the primary signalJ(t) may be overlapping in the same
frequency band. If the PSD level of the transmitted pulse is not
low enough at the operating frequency of the primary signal,
the regulatory agencies may not permit this pulse transmission.
On the other hand, if both the UWB system and the primary
system transmit simultaneously, performances of both systems
are expected to degrade. In Section III, we will consider a
modified transceiver structure to allow for coexistence.
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The signalw̃(1)
l (t) in (3) is the waveform distorted by the

channelh(t) and is represented as

w̃
(1)
l (t) = w

(1)
l (t) ∗ h(t) (4)

where∗ is the convolution operator. The equivalent channel
modelh(t) can be given as

h(t) =

L−1
∑

i=0

hiδ(t− τi) (5)

wherehi is theith multipath channel coefficient,τi is the delay
of theith multipath component andδ(·) is the Dirac delta func-
tion. Consistent with the earlier studies, it is assumed that the
channel coefficients are normalized, i.e.,h(t) =

∑L−1
i=0 h2

i = 1
to remove the path loss effect, and that the delays{τi} occur
at integer multiples of the chip timeTc.

At the receiver, the information of user-1 transmitted by
BPSK/BPPM can be detected either coherently or noncoher-
ently.

A. Coherent receiver

The coherent receiver is a Rake receiver implemented using
the delayed versions of the reference signal [2]. The output
of the correlator corresponding to theith finger of the Rake
receiver for themth PPM position can be given by

D
(1)
i,m =

∫

∞

−∞

r(t)vm(t− τi)dt

=

∫

∞

−∞

(

w̃
(1)
l (t) + J(t) + n(t)

)

vm(t− τi)dt (6)

i = 0, . . . , L0 − 1 for m ∈ {0, 1}, where

vm(t) = p(t− lTs −mδp) (7)

is the reference signal andL0 is the number of Rake fingers
used. Assuming that the channel parameters can be predicted,
a maximal-ratio combiner is used to combine the Rake receiver
outputs as

D(1)
m =

L0−1
∑

i=0

hiD
(1)
i,m (8)

to form the decision variables. Since{D(1)
m } carries the phase

information as well, the data is recovered as

max
{

|D(1)
m |

}

= D
(1)
d′

l

⇒ d′l

sign
{

D
(1)
d′

l

}

⇒ a′l (9)

where|x| and sign{x} denote the absolute value and the sign
of x, respectively.

B. Noncoherent receiver

The noncoherent receiver is an energy detector with the
decision variables{D(1)

m }, where

D(1)
m =

∫ mδp+Ti

mδp

r2(t)dt

=

∫ mδp+Ti

mδp

(

w̃
(1)
l (t) + J(t) + n(t)

)2

dt (10)

notch filter
 

channel matched filter
noncoherent

detector

coherent
detectorp

lcp
(t)p(t)

n(t)J(t)

r(t) r
rec

(t)

d’
l

a’
l
 d’

l

Fig. 1. Block diagram of the modified transceiver structure.

with m ∈ {0, 1}, which integrates the received signal energy
for the duration ofTi. The position information is recovered
by finding the maximum decision variable as

max{D(1)
m } = D

(1)
d′

l

⇒ d′l . (11)

III. M ODIFIED TRANSCEIVER STRUCTURE

In the case of an active primary system sharing the same
frequency band, the UWB system has to take an action. The
UWB system can either keep silent or use pulses that have
low PSD level at the primary systems’ frequency bands. If the
primary system is active most of the time, keeping silent may
decrease the operation time of UWB systems significantly.
Hence, we will consider the implementation of the linear
combination of pulses as suggested by the IEEE 802.15.4a
standard to reduce the power level at the desired frequency
band of a primary system. While this will allow the UWB
system to transmit simultaneously with the primary system,
we will consider a front-end filter matched to the linearly
combined pulse at the receiver before coherent or noncoher-
ent receiver processing. The modified transceiver structure is
shown in Fig. 1.

In the following, we will present the primary user signal
model, how the linear combination of pulses can be imple-
mented, and how the matched filtering can be employed.

A. Primary user signal model

The primary user signal is considered to be either a narrow-
band or a wideband signal.
Narrowband signal:If the primary system is a narrowband
system, then the signal is modelled as a single tone narrowband
interference [17]

J(t) =
√

2J0cos(2πfjt+ θj) (12)

with average powerJ0, carrier frequencyfj and random phase
θj uniformly distributed over[0, 2π).
Wideband signal:For the wideband signal, we consider an
OFDM signal of the form [18]

J(t) =

√

2J0
Ns

Ns−1
∑

n=0

bne
j2π(n∆f+fj)t (13)

where Ns is the number of subcarriers,∆f represents the
subcarrier frequency spacing, andbn is the transmitted OFDM
data symbol.

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 2 (2016)

88



0f
s
 / 2

f
s

Im

Re

f
1

f
s
 − f

1

f
2

f
s
 − f

2

Fig. 2. Placing zeros on or near the unit circle whenN > 4 pulses
are used.

B. Linear combination of pulses

In order to generate a notch at the carrier frequency,fj, of
the primary user, the linear combination of pulses as defined
in the IEEE 802.15.4a standard is considered. The new pulse
shape,plcp(t), is of the form

plcp(t) =

N−1
∑

n=0

an p(t− τn) (14)

wherep(t) is a standard pulse used in the data transmission,
an ∈ [−1, 1] are the pulse coefficients,τn is the pulse delay
and N is the number of pulses. According to the standard
[13], the maximum number of pulses is limited by 4, and the
pulse delays are restricted to0 ≤ τn ≤ 4 ns with τ0 = 0.
The new pulse shape given in (14) has the frequency domain
representation

Plcp(f) =

N−1
∑

n=0

an e
−j2πfτnP (f)

= C(f) · P (f) (15)

whereC(f) is the code spectrum independent of the pulse
spectrumP (f). In order to generate notches at frequencies
{fj} (and also at the integer multiples of{fj}),

C(f) =

N−1
∑

n=0

an e
−j2πfτn (16)

can be designed as suggested in [14]. Accordingly, by placing
two zeros on the unit circle as a complex conjugate pair,
a notch can be obtained at a desired frequencyf1 and at
fs − f1 as shown in Fig. 2, wherefs represents the sampling
frequency. In case more notch frequencies are desired, more
conjugate pairs should be placed on the unit circle. However,
this causes the number of pulses to beN > 4 in (14), which
is not suggested by the standard. Therefore, by changing the
locations of conjugate pairs (cf. Fig. 2) and yet placing them
near the unit circle, tolerable magnitude values can be obtained
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Fig. 3. Z-plane representations and corresponding magnitude spectra of
linearly combined pulses.

at desired frequencies. This approach has the potential of
approximating some coefficient values to zero whenN > 4,
however, is out of the scope of current research. Instead, we
focus on generating a single notch frequency by placing zeros
or multiple zeros on the unit circle so as to achieve notches
with wider bandwidths. Limiting the number of pulses to
N = 4 as in the IEEE 802.15.4a standard, new pulses that
can be generated are presented next.

C. Design of pulses with a single notch frequency

The pulses conforming to the standard specifications and
generating a single notch at a desired frequency will be
explained as follows. These designed pulses are obtained by
placing zeros (or double/triple zeros) on the unit circle at the
desired notch frequency. In Fig. 3, the z-plane representations
and the corresponding magnitude spectra of the designed
linearly combined pulses that have a notch atfj = 500 MHz
and the magnitude spectrum of a standard pulse are shown.
Note that the standard pulses are 2ns-duration root raised
cosine pulses [13], whereas the designed pulses1 are the time-
shifted and scaled aggregated pulses obtained by placing zeros
on the z-plane. The frequencyfs corresponds to the sampling
frequency.
Pulselcp0: A notch at the frequencyfj = fs (and also at
the integer multiples offj) can be obtained by selecting the
coefficientsa0 = 1, a1 = −1 and the pulse delayτ1 = 1/fj
in (14). The new pulse becomes

plcp0(t) = p(t)− p(t− 1/fj) . (17)

Pulselcp1: Similar to obtaininglcp0, a notch at the frequency
fj = fs/2 (and also at the odd integer multiples offj) can

1Note that the energy of the linearly combined pulse,plcp(t), should
be normalized to the energy of the standard pulse,p(t), under the same
transmission power constraint.
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be obtained by selecting the coefficientsa0 = 1, a1 = 1 and
the pulse delayτ1 = 1/fj in (14). The new pulse becomes

plcp1(t) = p(t) + p(t− 1/fj) . (18)

Note that the differences betweenlcp0 and lcp1 are thea1
coefficient and the sampling frequencyfs, which result from
placing the zero atz = 1 (for lcp0) and atz = −1 (for lcp1)
on the z-plane as can be seen in Fig. 3. This results in a larger
mainlobe forlcp1 compared tolcp0 (cf. Fig. 3).

Pulselcp2: This pulse is obtained by placing double zeros at
z = −1. Accordingly, a notch at the frequencyfj = fs/2
(and also at the odd integer multiples offj) can be obtained
by selecting the coefficients2 a0 = 1, a1 = 2, a2 = 1, and
the pulse delaysτ1 = 1/fj and τ2 = 2/fj. The new pulse
becomes

plcp2(t) = p(t) + 2p(t− 1/fj) + p(t− 2/fj) . (19)

Note that the spectra oflcp1 and lcp2 are similar, wherelcp2
has a wider notch that can accommodate systems with wider
bandwidths (cf. Fig. 3).

Pulselcp3: Similar to obtaininglcp2, this pulse is obtained by
placing triple zeros atz = −1. With four pulse coefficients,
which is the maximum allowable number to be used, the
widest notch at the frequencyfj = fs/2 (and also at the
odd integer multiples offj) can be obtained by selecting the
coefficientsa0 = 1, a1 = 3, a2 = 3 a3 = 1, and the pulse
delaysτ1 = 1/fj, τ2 = 2/fj and τ3 = 3/fj. The new pulse
becomes

plcp3(t) = p(t) + 3p(t− 1/fj) + 3p(t− 2/fj)

+3p(t− 3/fj) . (20)

This pulse is expected to accommodate wideband systems
better compared tolcp0, lcp1 and lcp2.

D. Modified receiver structures

Since the received signal contains the interference termJ(t)
and the transmitted pulse shape isplcp(t), the received signal
should be matched filtered withplcp(−t) before performing
coherent or noncoherent detection. Accordingly, the signal at
the output of the matched filter is

rrec(t) = r(t) ∗ plcp(−t). (21)

The useful signal component ofrrec(t) can be obtained from
(3), (4) and (21) as̃w(1)

l (t) ∗ plcp(−t), wherew̃(1)
l (t) consists

of time-shifted pulsesplcp(t). Therefore, the correlation-based
coherent receiver should use

vmrec(t) = vm(t) ∗ plcp(−t) (22)

as the new reference signal to obtain the correlator outputs in
(6). On the other hand, the matched filtered signalrrec(t) can
be directly used in (10) for the noncoherent receiver.

In the following, the performances of the original IEEE
802.15.4a transceiver structure and the modified transceiver
structure that allows for coexistence are compared for various
practical scenarios.

2In the implementation, the coefficients{an} are normalized to conform
to the standard requirements.

IV. RESULTS

The system performances are evaluated in terms of the bit-
error rate (BER) with respect to varying signal-to-noise-ratio
(SNR) and signal-to-interference-ratio (SIR) values. The SNR
and SIR are defined asEb/N0 andEb/J0, respectively, where
Eb is the bit energy. It is assumed that the standard pulse used
is a root raised cosine pulse with a roll-off factorβ = 0.6 and
durationTp = 2 ns as given in [13]. The linearly combined
pulses are obtained from (17)–(20) and they generate a notch
at fj = 500 MHz, where there is either an active narrowband
system as given in (12) or an active wideband system as given
in (13). Channel models used (CM1, CM5 and CM8) are
the standardized IEEE 802.15.4a channel models [21] with
a channel resolution ofTc = 2 ns.

The UWB system performance is evaluated for both the
coherent and noncoherent operation modes. As a benchmark,
performances of the original (i.e., standard) pulse and the
designed pulses are determined when there is no interference
(i.e., primary system) in addition to assessing the system
performances for various interference scenarios. The main
factors that affect the UWB-IR system performance are listed
below and will be investigated in detail.

• IEEE 802.15.4a channel models

• Pulse types (lcp0, lcp1, lcp2 lcp3) in coherent and non-
coherent operation modes

• Interference types (narrowband and wideband with dif-
ferent bandwidths/subcarriers)

A. Effects of channel models

Assuming the presence of a narrowband interference, the
performance of UWB system is investigated in different IEEE
802.15.4a channel models for various SIR and SNR values
when a coherent receiver is used. In Fig. 4, the BER perfor-
mances are plotted for various SIR values when SNR = 15dB
and 5-tap partial Rake receivers are used. When a standard
pulse is used and there is no prefiltering (i.e., no matched
filtering at the receiver front-end), the BER performance of the
UWB system is poor for all SIR values and channel models.
Note that this case is also unacceptable from the primary
system’s perspective (i.e., high UWB interference level). When
the linearly combined pulse (lcp0) is used instead of the
standard pulse, the corresponding correlator template at the
receiver provides an inherent interference rejection capability
although it is limited. When a prefilter (i.e., matched filter)
is used as well, the narrowband interference is successfully
suppressed at all SIR values. All these observations are valid
for any selected channel model. On the other hand, the
performances improve in the order of CM1 (i.e., residential
line-of-sight (LOS)), CM5 (i.e., outdoor LOS) and CM8 (i.e.,
industrial Non-LOS (NLOS)). This is mainly due to the
channel models having higher number of multipaths in the
order of CM1, CM5, CM8, and therefore, the 5-tap Rake
receiver not being able to collect significant pulse energy
for CM5 and CM8 channel models. In order to improve the
system performance, the number of Rake fingers should be
increased. In Fig. 5, the BER performances are plotted for
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various SNR values for the same 5-tap partial Rake receiver.
As for the channel models, CM1 and CM8 are selected
as the system shows the best and the worst performances,
respectively. When a standard pulse is used, the performances
are the best when there is no active primary system. However,
if a narrowband system becomes active the BER performances
degrade drastically for both CM1 and CM8. Whenlcp0 is
used, the performances are slightly worse than the standard
pulse case when there is no interference. This can be explained
by the duration of the linearly combined pulse becoming
longer thanTp = 2 ns, which is also the assumed channel
resolution. Hence, the performance degradation is due to the
inter-pulse interference caused by the channel. If a narrowband
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Fig. 6. BER performance of a coherent receiver in CM1 for various SIR
values and pulse types.

system becomes active, while the linearly combined pulse
with no prefiltering can provide some degree of interference
suppression, including a front-end prefilter further improves
the performances close to the no interference case for CM1
and CM8. As for comparative channel results, the system
performance in CM1 is better than the one in CM8 as
expected. For improving the system performance in CM8,
more Rake fingers should be used at the receiver.

B. Effects of pulse types

Next, we consider the presence of a wideband interference
and study the effect of pulse types on the UWB-IR system
performance for both coherent and noncoherent receivers in
residential LOS channel CM1. Initially, the coherent receiver
performances of linearly combined pulseslcp0, lcp1, lcp2 and
lcp3 are assessed in the presence of a wideband OFDM inter-
ference with 20 MHz bandwidth and 16 subcarriers for various
SIR and SNR values, respectively. In Fig. 6, the performances
are plotted for various SIR values when SNR = 15dB and 5-tap
partial Rake receivers are used. The performance oflcp1 when
there is no interference serves as a benchmark. When there is
an active primary system, the performances oflcp1, lcp2 and
lcp3 employing matched filters are similar to or slightly worse
than the no interference case. This significant performance is
due to filtering out the active licensed system successfully
at the receiver end with the wide notches (cf. Fig. 3). On
the other hand,lcp0 with a prefilter performs poorly at lower
SIR values because of its narrower notch width. In addition,
without prefiltering the performances improve in the order of
lcp0, lcp1, lcp2 and lcp3. This can be explained by more
effective spectrum utilization and accommodation of a wider
notch. In Fig. 7, the BER performances are plotted for various
SNR values when SIR = 0dB and 5-tap partial Rake receivers
are used for the same wideband interference. The performance
of lcp1 when there is no interference serves as a benchmark.
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While sharing the same band with an active primary system,
lcp1 used with front-end filtering attains about 0.5–1dB worse
performance compared to the no interference case. This is also
due to the prefiltering structure not being able to suppress the
interference completely. Whenlcp0 and lcp1 are used with
front-end filtering,lcp1 performs slightly better thanlcp0 due
to more effective spectrum shaping. When no prefiltering is
employed, the performances get worse due to pulses’ limited
interference-rejection capability. It should also be noted that
the performances are better in the order oflcp3, lcp2, lcp1 and
lcp0 as expected.

Next, noncoherent receiver performances of linearly com-
bined pulseslcp0, lcp1, lcp2 andlcp3 are assessed in the pres-
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Fig. 9. BER performance of a noncoherent receiver in CM1 for various SNR
values and pulse types.

ence of the same wideband interference with the integration
time of 16 ns for various SIR and SNR values, respectively.
In Fig. 8, the BER performances are plotted for various SIR
values when SNR = 30dB. When there is no prefiltering, the
BER performance of the UWB-IR system is poor for all SIR
values and all types of linearly combined pulses. Note that the
similar performances of these pulses are shown with a single
curve. Using prefiltering at the front-end, a linearly combined
pulse improves the BER performance noticeably forlcp0 and
lcp1, whereas usinglcp2 andlcp3 with a prefilter at the front-
end can suppress the interference efficiently independent from
the SIR values due to having a wider notch width. In Fig. 9,
the BER performances are plotted for various SNR values
when SIR = 0dB. When there is no prefiltering, the BER
performance of the UWB-IR system is poor for all SNR values
and all types of linearly combined pulses due to integration
of interference, noise and cross-terms. Using a prefiltering at
the front-end, a linearly combined pulse improves the BER
performance slightly forlcp0 andlcp1, whereas usinglcp2 and
lcp3 with a prefilter at the front-end can improve the system
performance significantly due to having a wider notch width.

As observed in this subsection, the selection of a linearly
combined pulse is important in achieving a reasonable system
performance for UWB-IR systems. In the presence of an
OFDM interference with 20 MHz bandwidth and 16 subcarri-
ers, it was observed that the pulseslcp1, lcp2 andlcp3 achieved
reasonable performances for coherent reception, whereas only
lcp2 and lcp3 performed successfully in noncoherent recep-
tion. These performances depend on the bandwidth and the
number of subcarriers of a wideband OFDM interference, and
are investigated next.

C. Effects of wideband interference

The effects of bandwidths and number of subcarriers of
a wideband OFDM interference are studied, respectively, in
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Figs. 10 and 11. For both cases, the BER performances of
lcp1 are plotted for various SIR values when SNR = 15dB and
5-tap partial Rake receivers are used. The coherent receiver
performance oflcp1 is assessed without prefiltering. This
consideration is a measure of inherent interference-rejection
capability for given bandwidth and subcarriers. In Fig. 10,
the effect of various bandwidths (5 MHz, 10 MHz, 20 MHz)
for a fixed number of subcarriers (256 subcarriers) is investi-
gated. The performance oflcp1 with a single-tone interferer
(narrowband interference) serves as a benchmark. It can be
observed that, for most of the SIR values, the BER tends to
decrease as the interferer bandwidth increases. This can be
explained by the per-subcarrier interference PSD decreasing

as the bandwidth increasing, where the average interference
power is constant. A similar observation has been made
in [19], where they analyzed the effect of WiMAX-OFDM
interference on MB-OFDM systems. In Fig. 11, the effect
of various number of subcarriers (64, 256, 1024) for a fixed
bandwidth (20 MHz) is investigated. It can be observed that the
UWB-IR system using a linearly combined pulse shows better
performance in the presence of an interference with larger
number of subcarriers for low SIR values. On the contrary,
the UWB-IR performance is better for smaller number of
subcarriers for high SIR values.

D. Effects of random noise jamming

The implementation of linear combination of pulses based
on the assumption that the center frequency of the primary
user (or interference) is known is the focus of the current
research. While estimating the presence of primary users at
different frequency bands is out of the scope of the current
research and can be found in [22], some remarks should be
made regarding random jamming. For a fixed power, if the
bandwidth of the jamming signal is narrowband or wideband,
then the spectrum should be listened to periodically to monitor
the random jamming and to design the linearly combined
pulses adaptively. On the other hand if the jamming noise
has unlimited bandwidth, then its power spectral density will
be very low due to the fixed power constraint. In that case,
the UWB system will be able to operate without the need
of linearly combined pulses, however, with some performance
loss due to additive noise.

In this section, the performance of an IEEE 802.15.4a based
system that can coexist with a narrowband or a wideband
primary system has been investigated considering the realistic
implementation issues such as practical receiver structures,
pulse types and interference types in various channel models,
SNR and SIR conditions. The presented results are important
for determining appropriate pulse types and receiver structures
when the operating frequency and the type of the active
primary system are known. While this study focused on
the performance of IEEE 802.15.4a based systems, possible
performance degradation of primary systems should also be
taken into account in the overall system design, which is out
of scope of the current paper, however, is a future research
topic of interest.

V. CONCLUSION

In this paper, we investigated possible implementations
of linear combination of pulses and corresponding receiver
structures in order that an IEEE 802.15.4a based UWB-IR
system can operate in the same frequency band with a licensed
narrowband or wideband system. Accordingly, a modified
transceiver structure that allows for coexistence was presented
and the UWB-IR system performance was assessed for various
practical scenarios. The study showed that using a linearly
combined pulse, the BER performances of coherent and non-
coherent receiving structures may be slightly degraded when
there is no active licensed system. However, if the licensed
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system becomes active, the performances can be significantly
improved while not generating interference to the primary
system. In addition, in the presence of a wideband interference,
employing high order linearly combined pulses (e.g.,lcp2,
lcp3) can better compensate for the system performance due
to having wider notches and more efficient spectrum shaping.
In addition to coherent and noncoherent receiver structures
and pulse types, the effects of channel models and wideband
OFDM interference with various bandwidths and number of
subcarriers on the UWB-IR system performance were also
presented. The results of this study are important as the
modified transceiver structure can achieve a reasonable system
performance while complying with the European and Japanese
regulatory agency mandates.
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[9] S. Erküçük, L. Lampe, and R. Schober, “Joint detection of primary
systems using UWB impulse radios,”IEEE Trans. Wireless Commun.,
vol. 10, pp. 419–424, Feb. 2011.

[10] X. Wu, Z. Tian, T. N. Davidson, and G. B. Giannakis, “Optimal
waveform design for UWB radios,”IEEE Trans. Signal Proc., vol. 54,
pp. 2009–2021, June 2006.

[11] I. Dotlic and R. Kohno, “Design of the family of orthogonal and
spectrally efficient UWB waveforms,”IEEE Jour. Select. Topics Signal
Proc., vol. 1, pp. 21–30, June 2007.

[12] Y. Wang, X. Dong, and I. J. Fair, “Spectrum shaping and NBI suppres-
sion in UWB Communications,”IEEE Trans. Wireless Commun., vol. 6,
pp. 1944–1952, May 2007.

[13] IEEE Std 802.15.4a-2007, “Part 15.4: Wireless Medium Access Control
(MAC) and Physical Layer (PHY) Specifications for Low-Rate Wireless
Personal Area Networks (WPANs),” 2007.
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Serhat Erküçük received the B.Sc. and M.Sc. de-
grees in Electrical Engineering from Middle East
Technical University, Ankara, Turkey and from Ry-
erson University, Toronto, ON, Canada, in 2001 and
2003, respectively, and the Ph.D. degree in Engineer-
ing Science from Simon Fraser University, Burnaby,
BC, Canada in 2007. He was an NSERC postdoc-
toral fellow at the University of British Columbia,
Vancouver, BC, Canada until September 2008. Since
then, he has been with Kadir Has University, Is-
tanbul, Turkey, where he is currently an associate

professor. His research interests are in physical layer design of emerging
communication systems, wireless sensor networks, communication theory and
signal processing for communications. Dr. Erküçük serves as an area editor
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Comparison of Bit Error Rate of Line Codes in
NG-PON2

Tomas Horvath, Radek Fujdiak, Milan Cucka, Marie Dankova and Jiri Misurec

Abstract—This article focuses on simulation and comparison of
line codes NRZ (Non Return to Zero), RZ (Return to Zero) and
Miller’s code for NG-PON2 (Next-Generation Passive Optical
Network Stage 2) using. Our article provides solutions with
Q-factor, BER (Bit Error Rate), and bandwidth comparison.
Line codes are the most important part of communication
over the optical fibre. The main role of these codes is digital
signal representation. NG-PON2 networks use optical fibres for
communication that is the reason why OptSim v5.2 is used for
simulation.

Keywords—Miller’s code, RZ, NRZ, NG-PON2, Matlab, Sim-
ulations

I. INTRODUCTION

The first standard above 1 Gbps was GPON. GPON standard
was improved by ITU-T in 2003. The following standard
was XG-PON, which has 10 Gbps bandwidth. In general,
the transition from GPON to XG-PON had a disadvantage
because the ISP needed to change PIN photodetector onto
APD photodetector in ONU unit. All mentioned standards
came from ITU-T. The second group, which has provided
recommendation for passive optical networks, is an IEEE
group. In general, standards of IEEE group are based on
Ethernet technology. That is the reason why these standards
dominate in Asian access networks. The latest standard NG-
PON2 still covered by commonly line codes NRZ and RZ
define in general requirements. Miller’s code is mentioned only
in appendix such as next possibility.

This paper deals with line codes in NG-PON2 standards
for passive optical networks. On the other hand, nowadays
only general requirements have been done [1]. In general,
access networks have used the same line codes for a long
time (from GPON to NG-PON2). In [2], Miller’s code was
mentioned such as the new possibility for using in the new
optical networks.

This article presents a new way of using Miller’s code
in access networks for the latest standard. Miller’s code is
known as a decoder for delay–modulation coded Data [3].
The mentioned article was published in 1971. Nowadays, line
codes are still from OOK (OnOff Keying) which are not
the most bandwidth efficient. We designed Miller’s coder in
Matlab and implemented it into OptSim simulation application
due to the comparison line codes: NRZ, RZ and Miller’s coded
in NG-PON networks.

Research described in this paper was financed by the National Sustainability
Program under grant LO1401. For the research, infrastructure of the SIX
Center was used.

Manuscript received April 12; 2016 revised May 20, 2016.

The main contribution of this paper is the determination of
the maximum bit error rate value in the transfer of 3 different
line codes in NG-PON2 networks. This is followed by the
research into effects of increasing spectral width of laser on
bit error rate with different line codes.

The rest of this paper is structured as follows. Sec-
tion 2 gives an overview of some other related works. Sec-
tion 3 describes the line codes in our model. Section 4 shows
the designed model and parameters of blocks. Section 5 dis-
cusses the results achieved and Section 6 concludes the paper.

II. STATE OF ART

Many works related to a comparison of the line codes have
been published in recent years. Works published these days are
aimed at a comparison of line codes presented in simulation
applications as a NRZ, RZ, etc.

Authors in [4] investigates the suitabillity of various data
formats for optical XOR gate at 10 Gb/s. They focuse on
different data formats for high–speed optical networks in XOR
gate. NRZ, RZ, and Manchester modulation format was tested
and verified. On the other hand, they used only simple line
codes, where Miller’s code is missing. In NG-PON2 networks
the optical amplifiers have not been presented in distribution
network. In the next publication [5] the influence of binary
modulations was presented. They used NRZ, RZ, CSRZ, and
CSRZ line codes for their research. On the other hand, Miller’s
code was not included. Further, the publication [5] used only
2.5 Gbps in simulation model. Our model has 40 Gbps which
is a combination with four 10 Gbps transmission system.

Other articles [6], [7], deal with the same line codes as was
mentioned above. None of them contain Miller’s code, known
as Sigma–Delta modulation, the articles compared only the
base line codes, which are proposed in simulation networks.
In general, Miller’s code is able to improve a bit error rate in
coexistence scheme and single technology network. The last
article [8] deals with PMD (Polarization Mode Dispersion) for
NG-PON, more precisely 10 Gbps network.

The main proposed reason of our article is the comparison
of the current line codes with the known Miller’s code from
data backup field. Another one [9] deal with coexistency the
three latest standards. On the other hand, the paper does not
deal with influence of Miller’s code in coexistence network.

Our work focuses on a design and implementation of
well-known code for visible light communication [10], called
Miller’s code. The main contribution of this paper is a com-
parison of the included line codes with our implementation
of Miller’s code in OptSim v5.2 Miller’s code brings better
results for attenuation values.

doi: 10.11601/ijates.v5i2.165
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III. NG-PON2
We dealt only with the latest standard ITU-T G.989 called

G-PON2. A general specification is available in [11]. This
standard was improved in March 2013. First, the study group
15 had the main goal to select the main technology for these
networks. The study group 15 had many technologies for
their decision: WDM-PON (Wavelenght Division Multiplex-
ing PON) [12], OFDM-PON (Orthogonal Frequency Division
Multiplexing PON) [13], UDWDM-PON (Ultra Dense WDM
PON) and TWDM-PON (Time and Wavelenght Division
Multiplexing PON) [1]. In the final version TWDM-PON
technologies have been selected. TWDM technology needs
to be changed only at ONU side that means ISP (Internet
Services Provider) should change ONU units, due to TWDM
technology required the tuneable laser at customer side. On
the other hand, there is no change in attenuation classes for
passive optical networks according to [1] or [2], see in Tab. I.

TABLE I
ATTENUATION CLASSES FOR NG-PON2

Nominal1 Nominal2 Extended1 Extended2
Minimum loss [dB] 14 16 18 20
Maximum loss [dB] 29 31 33 35

In general, TWDM-PON networks are the combination of
four or eight channels, which are the same as in XG-PON but
they use wavelength of NG-PON2 spectrum (see in Tab. II).

TABLE II
WAVELENGTHS FOR DOWNSTREAM COMMUNICATION (OLT TO ONU)

Downstream
Channel f [THz] λ [nm]

1 187.8 1596.3389
2 187.7 1597.1894
3 187.6 1598.0408
4 187.5 1598.8931
5 187.4 1599.7463
6 187.3 1600.6004
7 187.2 1601.4554
8 187.1 1602.3113

IV. LINE CODE

Line codes also called digital baseband modulation is used
for telecommunication systems. It is an amplitude and time–
discrete signal which is specially tuned for the channel. Line
coding is made from a signal which is represented by voltage
and in digital expression zeros and ones. If a sender and
a recipient communicates, this process is called coding lines.
There are several types of encoding: polar, unipolar, bipolar,
and Manchester encoding.

Selecting the appropriate code in the system design is an
important step. The same encoding cannot be used for copper
and fibre optic lines because optical lines cannot have negative
values. This problem is solved by the permanent preload,
tristate code or unipolar code. The next option is transfer from
bipolar signal to binary form and transfer to suitable line code.

The line signal is given by several requirements, such
as high levels of clock components, constant DC compo-
nent, minimum bandwidth, simple error detection etc. Optical

transmission has several requirements: the performance and
linearity modulation characteristics of the radiation source,
attenuation and bandwidth cable or noise characteristics of
the detector. In coding with line code NRZ and RZ codes are
commonly used for their simplicity. Long sequences of ones
and zeros are excluded by a scrambler.

A. Return to zero - RZ

Encoding processes of zeros and ones use positive and
negative pulses. It is important to return to the neutral state.
This means that there is zero voltage. The voltage is used
to synchronize the clocks of the sender and recipient and all
without the use of a clock signal. For coding greater bandwidth
is required.

The binary signal is encoded by rectangular pulse amplitude
modulation with this type of code. In coding return to zero
inverted (RZI) is also used. It is a method of mapping for
transmission. There are two levels of RZI signal. The signal
has a pulse if the binary signal is zero and if the binary signal
has no pulse, it is one. This method uses serial infrared IrDA
physical layer specification.

B. Non return to zero - NRZ

In this coding logical ones mean specific value and logical
zeros mean another specific value. This can be a positive or
negative voltage. The signal contains no other values. Non
return to zero encoding cannot be used for synchronizing
transmissions. If there is a need to synchronous transfer, it
must add synchronization with RLL (Run Length Limited) or
add clock signal.

WDM also called Wavelength division multiplexing is used
for combining multiple signals on laser beams at various
infrared wavelengths for transmission along fibre. Laser gen-
erates a different type of signals. Laser is modulated by
independent set of signals. Wavelength sensitive filters are
used at the receiving end.

WDM modulation is similar to FDM which uses radio
frequencies, but in WDM IR portion of the electromagnetic
spectrum is used.

In a WDM system, a signal in each channel has a different
carrier frequency, and the model equation of the system
can be obtained by setting the electric field q of the NLS
equation [14]:

i
∂q

∂Z
+
β2
2

∂2q

∂T 2
+ v|q|2q = 0, (1)

in term of:

q =
n∑
j=1

qj , (2)

where qj represents the electric field in the j-th channel
having carrier frequency, and ωj means two channels,

i∂q1∂Z −
β2

2
∂2q1
∂T 2 +

(
|q1|2 + α|q2|2

)
q1 = 0,

i∂q2∂Z −
β2

2
∂2q2
∂T 2 +

(
|q2|2 + α|q1|2

)
q2 = 0,
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four channels, α = 1 (four channels are used in NG-PON2
topology with combining four 10 Gbit data source),

i∂q1∂Z −
β2

2
∂2q1
∂T 2 +

(
|q1|2 + |q2|2 + |q3|2 + |q4|2

)
q1 = 0,

i∂q2∂Z −
β2

2
∂2q2
∂T 2 +

(
|q1|2 + |q2|2 + |q3|2 + |q4|2

)
q2 = 0,

i∂q3∂Z −
β2

2
∂2q3
∂T 2 +

(
|q1|2 + |q2|2 + |q3|2 + |q4|2

)
q3 = 0,

i∂q4∂Z −
β2

2
∂2q4
∂T 2 +

(
|q1|2 + |q2|2 + |q3|2 + |q4|2

)
q4 = 0.

C. Miller’s code

Miller’s code is used for Pseudorandom Binary Sequence
(PBS). This code is known as delay modulation or modified
frequency modulation. It contains rectangular pulses with two
levels. Binary zeros cause no change of signal level. If this
zero is followed by another zero, it means that transition to
the other level takes place at the end of the first bit period.
Binary ones mean transition from one level to the other in the
middle of the bit period. Miller’s code is primarily used for
encoding radio signals and data backup. Frequency spectrum
of the encoded signal contains less low-frequency energy than
a non-return to zero signal and less high frequency energy
than a biphase signal.

S (ω) = 2
ω2T [17+8 cos 4ωT ]·[23−2 cos ωT

2 −22 cosωT ]
· . . .

. . . ·
[
−12 cos 3ωT

2 + 5 cos 2ωT + 12 cos 5ωT
2

]
+ . . .

. . .+
[
2 cos 3ωT

2 − 8 cos 7ωT
2 + 2 cos 4ωT

2

]
.

V. OPTSIM

The simulation software has been developed by Synopsis.
The main advantage of this application is a real time sim-
ulation of the real networks. Of course, all parameters are
described via math equations which mean that some results
are idealized. The application is able to simulate the following
optical technologies: CWDM, DWDM, OTDM, FTTx etc. On
the other hand, we can simulate analog signals of various mod-
ulation format too. The most important property of OptSim
is cooperation with external applications Matlab and Spice,
for example. Our solution of Miller’s code was completely
designed in Matlab.

VI. SIMULATION MODEL

At first, we needed to design and implement Miller’s code
into OptSim application. Miller’s code method (Delay method)
is not implemented only in OptSim but also in other simulation
tools. Our used simulation tool OptSim allows implemen-
tation and developing only Matlab environment possibility
as functional matlab block. Matlab block in OptSim could
have only electrical and optical input and output. It means
for us that it is also not possible to use the logical sources
(generators etc.), which are used for example with RZ or
NRZ functional blocks. Miller’s code, which is used for
our simulation, was implemented in Matlab code. Our code
provides also functional random generator, which is able to
generate bits in necessarily speed for the system.

Fig. 1. Matlab code schematic

Matlab code schematic can be seen in Fig. 1. The Matlab
block has not inputs, because it was not possible to use
logical sources for it and we create our source for the system.
System settings include initiation data, bit-rate, a number of bit
settings and also all other necessarily inputs and settings for
our random generator and the whole system. The generator
creates random bit sequences, which are coded by Miller’s
code algorithm. The output coding and settings only change
Miller’s code sequences to the right format for the OptSim
simulator and it is also possible to choose there, for example,
amplitude of the signal and some smaller and less important
settings.

Fig. 2. Main principal of coding

Miller’s code has two types of logical one, it is necessary
to hold some control variable, which will give order to a final
sequence. The simple explanation of algorithm is in Fig. 2.
The generator generates bits, which goes to Miller’s code al-
gorithm, where the Miller-code sequence is created. First, each
bit (1 or 0) is extended by time and speed variable (10 Gbps)
and after it is with the Miller code algorithm (Fig. 2) changed
the logical 1 to the Miller logical one (to the first or second
type). The technology NG-PON2 voids from combination four
(40 Gbps) or (80 Gbps) sources based on ITU-T G.987. That
means the wavelength multiplexer and demultiplexer must
be included in real network and in our simulation model.
We selected four 10 Gbps data source wavelength of NG-
PON2 range, in concrete 1596.3389, 1597.1894, 1598.0408,
and 1598.8931 nm.

For the NG-PON2 networks four attenuation plans in two
groups were proposed: nominal1, nominal2, extended1, and
extended2 (see Tab. 1.) For example, extended1 and extended2
attenuation classes required APD diode in ONU unit. On the
other hand, we designed model only with APD diodes due to
reflecting a recommendation. Our simulation model provides
the total attenuation of 34.5 dB (in the last scenarios).

NG-PON2 networks have four parts. Each transmitting part
contains the following properties: 10 Gbps bitrate with pseu-
dorandom sequence, wavelength of NG-PON2 range, various
line code, CW laser, and modulator. Topology can be seen in
Fig. 3.
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Fig. 3. Proposed topology for simulation with various line codes

As obvious in Fig. 3, we designed three optical sources with
different line codes. First, we used NRZ line code, the second
one was RZ. Both of them were carried out by Synopsis
application OptSim. The third one for a comparison we need
to implement Miller’s code via Matlab.

Optical distribution network contained WDM combiner,
single mode optical fibre with 20 km length, and splitter
with different split ratio. The main goal of our article is the
comparison of well-known line codes, which are used in the
optical networks with Miller’s code that were used at first
in [3].

We created 2 scenarios with 8 values of split ratio (from 1:2
to 1:256 and the higher attenuation value) and 2 higher values
than it was defined in E1 attenuation class (28 and 29.5 dB).
The selected attenuation values could be seen in Tab. III.

TABLE III
THE ATTENUATION VALUES FOR SPLITTER IN ODN

Split ratio Attenuation [dB]
1:2 3.6
1:4 7
1:8 9.6
1:16 13.2
1:32 17.4
1:64 20.3

1:128 23.5
1:256 27.1

Above mentioned merits are only for splitter, we need to add
another attenuation of the rest component for total attenuation.
In the final scenario we had 1 + 5 + 27.1 = 33.1 dB. On the
other hand, the recommendation ITU-T defined 35 dB as the
maximum values. Due to a standard definition of attenuation
maximum value, we had the last scenario with total attenuation
of 35.5 dB in the optical distribution network.

VII. SIMULATION RESULTS DISCUSSION

All results are discussed with achieved BER values. As was
already mentioned, the main parameter of our simulation is bit
error rate. Another parameter is Q-factor, which describes the

analog quality of digital signal with respect to SNR (Signal to
Noise Ratio). Q-factor is defined by the following equation:

Q =
I1 − I0
σ1 + σ0

[−] , (3)

where I1 logic level 1, I0 logic level 0, σ1 standard
deviation of the logic level 1, σ0 standard deviation of the
logic level 0 [3].

When we know Q-factor, we can define BER with the
following equation:

BER =
1

2
erfc

(
Q√
2

)
≈

exp
(

−Q2

2

)
Q
√
2

[−] . (4)

First of all, we designed a scenario for simulation of the
maximum attenuation in ODN (Optical Distribution Networks)
and we examined the values of bit error rate. As was men-
tioned in the previous chapter, final attenuation was 35.5 dB
for our simulation model. The results of BER took a logarithm
and the values were depicted in graph, which can be seen in
Fig. 4.
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Fig. 4. Dependence of bit error rate on the attenuation value
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In Fig. 4 it can be seen that the Miller’s code has one of the
best results for attenuation values. In particular, Miller’s code
had BER 1012 for 27.1 dB, NRZ had 107, and RZ had 106.
In comparison, according to [1] only Miller’s code should be
accepted as applicably value. Source [1] defined the border
BER value as 1012, which should be accepted in NG-PON2
networks. As was mentioned above, NRZ and RZ line codes
had these values for the lower split ratio 1:128 (23.5 dB). We
did not implement the FEC (Forward Error Correction).

The comparison of the eye diagram for split ratio 1:64 for
Miller’s and NRZ line code can be seen in Fig. 5 Miller’s
code is represented in red and NRZ is in blue. From this
eye diagram the following parameters should be compared:
among others jitter and decision point. The values of jitter are
0.02 ns for NRZ and half of them 0.01 ns for Miller’s code. In
general, these values are completely sufficient because VoIP
(Voice over Internet Protocol) required maximum jitter value
of 150 ms. Another highlighted parameter is a decision point.
In comparison with NRZ it has better value that Miller’s code,
but the eye diagram of NRZ is not so clear as Miller’s code.

Fig. 5. The comparison of Miller’s and NRZ eye diagram

Our scenario was divided into two parts, the results of
the first part are described above. The second part of the
scenario discovered the influence of FWHM on bit error rate.
In simulation, the spectral width of the laser with 10 MHz
(default value) step was increased to 100 MHz. The aim was to
achieve, as in the previous simulation, the boundary values of
bit error rate, BER. On the average our designed Miller’s code
has one of the best results for this simulation. For example,
NRZ and RZ had from 30 MHz to 50 MHz linear character
for another increasing spectral width BER rapidly dropped on
the border value. The overall decline was 3 orders in bit error
rate. The resulting graph of the simulation is shown in Fig. 5.
Simulated topology was still the same as the previous one
but for this scenario we used split ratio 1:128, optical power
of laser was 6 dBm for all channel, and 20 km of optical fibre
length. For the simulation topology must be the same, because
of spectral with and their effect. If we have maximal split ratio,

the results are incomparable and misguided. The next step
was determination of the maximum bit error rate value in the
transfer of three different line codes in NG-PON2 networks.
This is followed by the research into effects of increasing
spectral width of laser on bit error rate with different line
codes Fig. 6.
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Fig. 6. Dependence of bit error rate on the spectral width of the laser

VIII. CONCLUSION

This article proposed a comparison of line codes with our
implementation of Miller’s code in OptSim. The next step
was determination of the maximum bit error rate value in the
transfer of three different line codes in NG-PON2 networks.
This is followed by the research into effects of increasing
spectral width of laser on bit error rate with different line
codes. We created simulation with a variety of split ratios
(from 1:2 to 1:256 and the higher attenuation value) and 2
higher values than were defined in E1 attenuation class (28 and
29.5 dB). First of all, we designed a scenario for simulation
of the maximum attenuation in ODN (Optical Distribution
Networks) and we examined the values of bit error rate. Final
attenuation was 35.5 dB for our simulation model. Miller’s
code has shown one of the best results for attenuation values.
In particular, Miller’s code had BER 1012 for 27.1 dB, NRZ
had 107, and RZ had 106. In comparison with other line
codes, according to [1] only Miller’s code has achieved the
best results. All of these results were without forward error
correction. FEC should also be implemented in future research.
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Multi–GPU Implementation of Machine Learning
Algorithm using CUDA and OpenCL

Jan Masek, Radim Burget, Lukas Povoda and Malay Kishore Dutta

Abstract—Using modern Graphic Processing Units (GPUs)
becomes very useful for computing complex and time consuming
processes. GPUs provide high–performance computation capa-
bilities with a good price. This paper deals with a multi–GPU
OpenCL and CUDA implementations of k–Nearest Neighbor (k–
NN) algorithm. This work compares performances of OpenCL
and CUDA implementations where each of them is suitable
for different number of used attributes. The proposed CUDA
algorithm achieves acceleration up to 880x in comparison with
a single thread CPU version. The common k-NN was modified
to be faster when the lower number of k neighbors is set. The
performance of algorithm was verified with two GPUs dual-core
NVIDIA GeForce GTX 690 and CPU Intel Core i7 3770 with
4.1 GHz frequency. The results of speed up were measured for one
GPU, two GPUs, three and four GPUs. We performed several
tests with data sets containing up to 4 million elements with
various number of attributes.

Keywords—Artificial intelligence, big data, comparison, CUDA,
GPU, high performance computing, k-NN, multi–GPU, OpenCL.

I. INTRODUCTION

Parallel computing is a way how to accelerate many algo-
rithms, which are computationally intensive. These algorithms
can be found in image, sound and video applications or
simulations, data mining, security [1], forecasting systems, etc.

k-NN belongs to the algorithms of artificial intelligence and
it is one of the most widely used algorithms in data mining
applications. Algorithm can be used for the classification of
many various problems from business or science. Sometimes
there is a requirement to process large datasets with high
dimensional data. These problems can take days to compute.
Using parallel computing, these problems can be solved faster
than using non–parallel implementation. GPUs have much
more cores than CPU, so they can be used as better solution for
parallelization. The next advantage to use GPUs is relatively
low price due to their high performance. k-NN algorithm is a
good candidate for GPU parallelization.
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In this paper an OpenCL [2] and CUDA [3] accelerated
version of k–Nearest Neighbor machine learning algorithm has
been introduced. This work is based on our previous work [4].
The algorithm is very computationally intensive mainly when
big datasets with high dimensional data have to be processed.
The process can take hours or days. To solve this problem,
we modified common k–NN algorithm to run on multiple
GPUs. We used two common gaming dual–core graphic cards
NVIDIA GeForce GTX 690 [5] with 2x3072 CUDA cores in
total. The theoretical single precision computing performance
is 11.24 TFLOPS for both devices. We also used these GPUs
to speed up Viola–Jones object detector [6], which was also
used in [7] [8] [9].

The main contribution of this paper is the creation of the
OpenCL and CUDA versions of k–NN algorithm, which can
be executed on several GPU cards in parallel. Using this rela-
tively cheap hardware, it is able to speed up computation up to
880 times in comparison with CPU with 4.1 GHz frequency.
A newly created algorithms were tested on dataset containing
millions of elements with various number of attributes (4, 10,
100 and 1000 attributes) and then algorithms were together
compared.

The rest of the paper is organized as follows: Section II
describes other GPU implementations of k–NN algorithm.
Section III describes k–NN algorithm. OpenCL and CUDA
platforms are introduced in section IV. In section V our
GPU implementation is described. Results and discussion are
described in section VI. Section VII concludes this paper.

II. RELATED WORK

GPU computing has become very popular during last several
years. There is also increasing need to process more amount of
data with artificial intelligence. The next paragraph describes
several articles dealing with CUDA implementations of k-NN
GPU algorithm and various use cases of the algorithm.

In [10] a new brute force algorithm for building the k-
Nearest Neighbor Graph is described. The proposed algorithm
has two parts, where the first is for finding distances between
the input vectors and the second part is for selection of k
neighbors for each testing sample. Also new algorithm based
on quick sort was implemented for quicker sorting of distance
pairs. The algorithm achieves higher speed up, if the k variable
is increasing.

The paper [11] compares GPU implementation of brute
force k-NN with several CPU based implementations and the
implementation of algorithms from ANN1 library (A Library

1Available from URL: http://www.cs.umd.edu/˜mount/ANN/
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for Approximate Nearest Neighbor Searching).
In [12] [13] several optimization techniques were applied

to maximize the utilization of the GPU.
The work [14] describes MST (minimum spanning tree)

problem, which is resolved by the combination of classi-
cal Boruvka MST algorithm and the k-NN graph structure.
Achieved speed-ups were between 30 and 40 in comparison
with CPU implementation.

In [15] authors describe how to use GPU k-NN algorithm
for image processing (texture analysis). Their algorithm is 150
times faster than CPU version during processing synthetic data
and up to 75 times faster during processing image data.

In [16], the LSH (Locality Sensitive Hashing) algorithm was
used for k-NN computation. The results were demonstrated
on large image datasets and achieved acceleration was 40 in
comparison with CPU version.

Several comparison tests between OpenCL and CUDA
frameworks were performed. In [17] authors performed 16
benchmark tests where CUDA achieves for about 30 % better
performance than OpenCL. Further they tried OpenCL porta-
bility and they did not found differences in performance. In
[18] authors compared executive time of CUDA Drive API
with OpenCL platform where CUDA was for about 5 % faster
than OpenCL.

The implementation of GPU k-NN algorithm into Rapid-
Miner2 data mining platform was described in [19]. The
algorithm was created in JAVA programming language with
using jcuda3 library that is responsible for executing CUDA
kernel from JAVA. Created algorithm achieves 170x speedup,
but it depends mainly on number of used attributes (using
more than 128 attributes decreases the speedup).

Our approach differs from using OpenCL platform instead
of CUDA and our algorithm has several improvements in
comparison with some approaches described in this paragraph.
The main improvement is an option to run our algorithm on
multiple GPUs in parallel. The created OpenCL kernel was
partially vectorized and the algorithm was created without
need to have some sorting algorithms. These improvements
speed up the algorithm. Our solution was tested on very large
data set, where the processing time was minutes against other
works, where processing quite small datasets took seconds.

III. k-NEAREST NEIGHBOR ALGORITHM

k–NN algorithm can be used for classification or regression.
The principle of k–NN is shown in Fig. 1. The input of
algorithm are training examples and testing examples. For
each testing example, the distance (Euclidean, Manhattan,
etc. ) of attributes between testing and training example is
computed. The distances are computed for the one testing
example and all training examples. Then the distances are
sorted according to their values. The training examples with
k lowest differences are selected as the nearest neighbors.
According to their classification classes, the testing example
is classified. Usually the lower number of k value is set.

2Available from URL: http://rapidminer.com
3Available from URL: http://www.jcuda.org/

Fig. 1. The principle of k–NN algorithm.

IV. OPENCL AND CUDA INTRODUCTION

Nowadays there exist two platforms for GPU computing that
are well used by many users. The first developed platform is
CUDA [3] and the second is OpenCL [2]. CUDA is being
more used but on the other hand CUDA can only be used
with NVIDIA GPUs. OpenCL is being used less than CUDA
but OpenCL can be performed on many various devices.

When compared these GPU platforms with common CPU
solution, GPU hardware is much more specialized for intensive
highly parallel computing. It can be seen from Fig. 2 and
Fig. 3 where ALU (Arithmetic Logic Unit) elements are used
for computing. The GPU hardware can process much more
computing units in parallel than CPU.

Fig. 2. Scheme of CPU

A. OpenCL

OpenCL (Open Computing Language) [2] is an open
royalty-free standard determined for parallel programming of
suitable devices like CPUs, GPUs and the other devices.
OpenCL can solve many problems more efficiently than CPU.
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In these days, the GPU computing is very popular and many
applications have been developed in OpenCL.

There are two types of OpenCL code. The first type exe-
cuted on CPU is called host part and the second one that is
executed on OpenCL device is called device part. OpenCL ker-
nel is executed in a device. The kernel can contain optimized
code with OpenCL functions. OpenCL devices use SIMT
(Single Instruction Multiple Threads) architecture. OpenCL
device consists of Streaming Multiprocessors (SMs) where
each of them contains many simple cores. These cores are
able to do only simple operations, so OpenCL programming is
more complex. Cores can execute many work-items (threads)
in parallel. Work-items are grouped into work-group and they
can mutually communicate and use the same (shared) local
memory. The number of work-groups and work-items has to
be set on the start of the process. OpenCL device contains on–
chip and off–chip memories. On–chip (private, local) memo-
ries are faster than off-chip (global memory, constant memory,
texture cache). However some of these memories can be fast
too, because they are cached. [20]

B. CUDA

CUDA [21] is a parallel computing and programming
platform and only newer NVIDIA graphic cards are supported
by CUDA. Nowadays, there exist many GPU computing
applications developed in CUDA for example deep learning
algorithm [22] that is used for training neural network for
image recognition.

Common CUDA GPU uses same principles that are de-
scribed in OpenCL section. There are only different names of
therms (shown in Table I). In CUDA CPU is marked as a host
and GPU is marked as a device.

V. OPTIMIZATION k-NN FOR GPUS

Firstly, we tried to process large data sets in RapidMiner, but
unfortunately the original CPU version of k-NN was too slow.
So we decided to create GPU accelerated algorithm that can be

Fig. 3. Scheme of GPU

executed from RapidMiner. Our implementation was created
in JAVA programming language, because RapidMiner is also
programmed in JAVA. The first step was to create OpenCL
kernel that was created in C programming language with using
OpenCL syntaxes. For mutual cooperation between OpenCL
and JAVA, jocl4 library was used [21]. According to OpenCL
kernel we created CUDA version of this kernel using CUDA
version 7.5 and jcuda5 library that was used as JAVA wrapper.

Training and testing data sets have to be transformed into
float arrays before they are transmitted to GPU. We used
OpenCL vector format called float4 that has a big advantage: it
contains four float values that are processed in one step instead
of four steps (for common float). So every training and testing
example is saved into float4 array. We also optimized kernel
with using local memory.

In our implementation, the classical principle of k-NN was
a little bit modified. The differences are mutually compared
during their computation and the lowest k differences are saved
as final nearest neighbors. The algorithm 1 shows the principle
of modified algorithm. After this modification, the algorithm
can work faster for lower k values. When compared with CPU
version, the classification results were the same.

A. Multi–GPU support

For multi–GPU support we created a JAVA library that is
able to utilize all found GPUs. This library is available only for
OpenCL. The library can automatically split input and output
data and transmit them equally into all devices. It decreases
amount of transmitted data. The next advantage is a very easy
way, how to write code in JAVA with minimum knowledge of
OpenCL. For multi–GPU support for CUDA platform we had
to run split data into GPUs and start computing on each GPU
in separated JAVA thread in parallel.

In case of k-NN algorithm, the training data vector had
to be transmitted into all GPU devices. Testing data vector
and vector with final predictions were splitted equally into
all device due to lower load of GPU memory. We also tried
the version of algorithm, where data were not splitted into
GPU devices, but they were copied whole to each device.
Differences between computing times of each version were
negligible.

4Available from URL: http://www.jocl.org/
5Available from URL: http://www.jcuda.org/

TABLE I
CUDA AND OPENCL TERMINOLOGY MAPPING

CUDA OpenCL
Grid NDRange
Thread Block Work–group
Thread Work item
Thread ID Global ID
Block index Block ID
Thread index Local ID
Shared Memory Local Memory
Local Memory Private Memory
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Input: training data (float4), testing data (float4)

Output: prediction vector

loading test sample from testing data;

foreach train sample do
foreach attribute do

compute distance between train and test samples;
sum distances;

end
for k = 0 to number of neighbors do

if sum of distances < distance for k neighbor
then

distance for k neighbor = sum of distances;
shift distance values for other k distances;
break;

end
end

end
counting number of neighbors for each label;
selecting label with highest number of neighbors;
setting prediction for test sample to prediction vector;

Algorithm 1: k-NN OpenCL algorithm

VI. RESULTS AND DISCUSSION

We performed several comparison tests to verify the func-
tionality of our accelerated k-NN algorithms. The tests were
performed with data sets containing different amount of ele-
ments and different numbers of attributes. Since the algorithm
has been modified to have a good result for lower k parameter
(k = 5), we also carried out several tests for higher values of
k parameter (k = 10, k = 20). For a comparison between CPU
and GPU versions, we used RapidMiner platform that consists
of many machine learning and data–mining algorithms. First,
we generated polynomial data set using one of the RapidMiner
algorithms. Then this data set was divided into two parts.
The training part contained 25 % of elements and testing part
contained 75 % of elements. In the next step, several tests with
different number of elements and different number of attributes
were performed. We used CPU version of k-NN algorithm
integrated in RapidMiner and our GPU versions of k-NN that
were also executed in RapidMiner.

TABLE II
OPENCL - COMPARING FOR DIFFERENT k NEIGHBORS.

k = 1 k = 10 k = 20
1 million, 10 attributes. 14.1 s 25.2 s 93.7 s
1 million, 4 attributes. 4.1 s 17.8 s 88 s

TABLE III
CUDA -COMPARING FOR DIFFERENT k NEIGHBORS.

k = 1 k = 10 k = 20
1 million, 10 attributes. 16 s 21.7 s 88.5 s
1 million, 4 attributes. 3.8 s 16.2 s 78.8 s

Our measurements were performed in computer with CPU

Core i7-3770 4.1 GHz (in boosted mode), 32 GB RAM and
two dual-core NVIDIA GeForce GTX 690 [5] graphic cards
that are very powerful in single precision mode. Every GTX
690 consists of two GPU cores and every GPU core has
8 Streaming Multiprocessors and each SM consists of 192
CUDA cores (1536 CUDA cores in total). The size of a
GPU memory is 4096 MB with 6 GHz frequency. GTX 690
has theoretical performance 5.62 TFLOPS in single precision
mode. When both GPU cards are used, the performance of
system is 11.24 TFLOPS. The measured power consumption
of one GPU GTX 690 was 300 watts.

The tests were performed with using one core of CPU,
one GPU, 2 GPUs, 3 GPUs and 4 GPUs. The results show
how much time each scenario took and they are described
in the Table IV for OpenCL implementation and in Table V
for CUDA implementation. In this case the measurements
were performed for k = 5. As we can see from table some
CPU computations can take days in comparison with GPU
computation, where it takes minutes. Fig. 4 shows speed up of
our OpenCL GPU implementation of k–NN algorithm. We can
see that increasing amount of attributes can decrease speed up.
Speed up can be also increased if higher number of elements
is used. Scenarios for CUDA implementation are shown in
Table V. The overall speed up of CUDA implementation of
k–NN algorithm is shown in Fig. 5. The best speed up was
achieved in scenario with 1 million of elements and 4 attributes
where achieved speed up was 882 times. The comparison
between CUDA and OpenCL implementations is shown in
Fig 6. We can see that for scenarios with number of attributes
100 and 1000, CUDA was for about 3 % faster than OpenCL.
For scenarios with 10 attributes OpenCL implementation was
faster for about 11 %. And for 4 attributes CUDA was for
about 18 % faster than OpenCL. These differences in speed
up when 4 or 10 attributes are used, can be caused with using
float4 data type for storing array of attributes where CUDA can
handle much more better with 4 attributes in one float4 array
than with 10 attributes in 3 float4 arrays where two elements
in array are not used. When computing the average value of
all scenarios, CUDA was for about 0.5 % faster.

The table II shows the results for using different values
of k (measured for all GPUs). Our OpenCL implementation
has been created to work effectively with the number of k
neighbors lower than 10. Otherwise, the speed up of algorithm
will be radically decreased. In comparison with CUDA imple-
mentation (see Table. III) we can see that CUDA is slightly
faster than OpenCL implementation.

VII. CONCLUSION

The main contribution of this work is OpenCL accelerated
implementations of k-Nearest Neighbor machine learning al-
gorithm with using OpenCL and CUDA. The algorithm can
be executed on multiple GPUs in parallel. We created the
modified version of algorithm that achieves very good results
for k neighbors lower than 10. We found that with using rela-
tively cheap hardware (2x NVIDIA GeForce GTX 690), it is
possible to compute 4 million elements (each has 10 attributes)
in 3 minutes in comparison with using one single core CPU
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TABLE IV
RESULTS OF COMPUTATION FOR OPENCL IMPLEMENTATION - k = 5.

1 CPU 1 GPU 2 GPUs 3 GPUs 4 GPUs
0.4 million, 1000 attributes 17h 35min 843 s 434 s 295 s 228 s
2 million, 100 attributes 2d 4h 10min 2106 s 1056 s 707 s 532 s
1 million, 10 attributes 1h 55min 40.2 s 21.7 s 15.2 s 11.5 s
4 million, 10 attributes 1d 7h 29min 645 s 332 s 223 s 169 s
1 million, 4 attributes 1h 12min 21 s 11.1 s 7.5 s 5.8 s

CPU - Intel Core i7 3770@4.1GHz, L3 cache - 8192kB
4 GPU - 2x3072 cores, mem. 2x4096MB@6 GHz, GPU - 1019 Mhz

Fig. 4. Acceleration for OpenCL version of k-NN algorithm.

TABLE V
RESULTS OF COMPUTATION FOR CUDA IMPLEMENTATION- k = 5.

1 CPU 1 GPU 2 GPUs 3 GPUs 4 GPUs
0.4 million, 1000 attributes 17h 35min 818 s 419 s 286 s 218 s
2 million, 100 attributes 2d 4h 10min 2038 s 1023 s 683 s 523 s
1 million, 10 attributes 1h 55min 47.3 s 23.9 s 15.9 s 12.6 s
4 million, 10 attributes 1d 7h 29min 757 s 377 s 252 s 196 s
1 million, 4 attributes 1h 12min 18 s 9.3 s 6.4 s 4.9 s

CPU - Intel Core i7 3770@4.1GHz, L3 cache - 8192kB
4 GPU - 2x3072 cores, mem. 2x4096MB@6 GHz, GPU - 1019 Mhz

(Intel Core i7–3770, 4.1GHz), where the computation took
over 31 hours. The best achieved acceleration was up to 880x.
Our algorithms were created in JAVA programming language
and they have been implemented in to the RapidMiner data
mining platform. The most time consuming part of algo-

rithm has been created in OpenCL and CUDA. For mutual
cooperation between JAVA and OpenCL or CUDA, the jocl
and jcuda libraries were used. When compared OpenCL and
CUDA implementations, CUDA has better results for data set
containing 4 attributes or with 100 or 1000 attributes, but
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Fig. 5. Acceleration for CUDA version of k-NN algorithm.

Fig. 6. Speed up comparison between CUDA and OpenCL implementations of k-NN algorithm.
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on the other hand OpenCL has better result with using data
set with 10 attributes. When compared overall results, both
OpenCL and CUDA achieves similar speed up.
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 

Abstract—The HSBQ algorithm is the one of active queue 

management algorithms, which orders to avoid high packet 

loss rates and control stable stream queue. That is the 

problem of calculation of the drop probability for both queue 

length stability and bandwidth fairness. This paper proposes 

the HSBQ, which drop the packets before the queues overflow 

at the gateways, so that the end nodes can respond to the 

congestion before queue overflow. This algorithm uses the 

change of the average queue length to adjust the amount by 

which the mark (or drop) probability is changed. Moreover it 

adjusts the queue weight, which is used to estimate the 

average queue length, based on the rate. The results show that 

HSBQ algorithm could maintain control stable stream queue 

better than group of congestion metric without flow 

information algorithm as the rate of hybrid satellite network 

changing dramatically, as well as the presented empiric 

evidences demonstrate that the use of HSBQ algorithm offers 

a better quality of service than the traditionally queue control 

mechanisms used in hybrid satellite network. 

 

Keywords—Active Queue Management (AQM), Broadband 

Hybrid Satellite Constellation Communication System 

(BHSCCS), COMMStellation
TM

, Hybrid Satellite – Blue 

Queue (HSBQ), Queue. 

 

I. INTRODUCTION 

In the next-generation Global Area Network (GAN), 

satellite networks are expected to complement the coverage 

of the globalized networks in instances where they best 

serve the communication needs of users. In recent years, 

Micro Systems Canada Inc. (MSCI) [1] has been deployed 

to provide firm global coverage communications to the 

public. To increase the feasibility of success of commercial 

high-speed broadband data satellite networks, it is 

important for designers to consider both wired and wireless 

techniques integration together. The initiative of the 

COMMStellationTM by MSCI is to supply, produce, deploy, 

and perform the COMMStellationTM system on satellite 

constellation topology over Low Earth Orbit (LEO). The 

concept provides global backhaul and connects rural areas. 

Each COMMStellationTM [2] satellite will provide high 
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speed, high bandwidth communications to four individual 

user service provider terminals, with each satellite 

supporting a total data throughput of up to 8.8 Gbps (1.1 

Gbps per user service, both uplink and downlink) over 1.6 

GHz of bandwidth. For the ground side of the link both 

types are Trunk Stations and User Stations. Trunk Stations 

that always connect to fiber infrastructure will transfer data 

Internet service with mission concept is bent-pipe 

configuration. User Stations aims to be a new high-

bandwidth Internet Service Providers (ISPs), allowing 

individual clients to connect to its satellite link on the 

globe. The COMMStellationTM is designed to provide long-

haul wireless broadband global area network 

communication in an area where optical fiber networks 

does not exist and large and/or island geographic areas [3].  

The Internet wide application which is working with the 

rapid development of the satellite technique, the hybrid 

satellite network has been becoming a research focus. For 

the challenges, efficient utilization of the capital investment 

in the face of high uncertainty in traffic demand needs to be 

considered during the hybrid satellite network design stage. 

A queue sizes oscillations large range make the queue 

suffer, which will make early congestion notification hard 

and finally lead to congestion [4].  

Recent research activities have placed much emphasis on 

various the queue weight techniques for the active queue 

management over satellite segment assuming bottleneck 

link are known. A variety of Hybrid Satellite – Blue Queue 

(HSBQ) algorithm aims to evaluate for triple-play service 

applications over Broadband Hybrid Satellite Constellation 

Communication System (BHSCCS) [5] using the network 

system based on COMMStellationTM satellite system has 

been proposed in this research. This paper proposes a rate-

based stabilization for HSBQ. This algorithm adjusts the 

queue weight, which is used to estimate the average queue 

length, based on the rate; moreover, it uses the changes of 

the average queue length to adjust the amount by the mark 

or drop of probability which is changed. 

This paper is organized as follow: Section II describes 

the related works which is queue system, Section III is the 

proposed HSBQ algorithm model, the network topology 

system module in NS-2 is described in Section IV, 

Simulation results is presented in Section V, whereas our 

conclusions are drawn in Section VI. Simulation results 

show that this algorithm could maintain higher throughput 

The HSBQ Algorithm with Triple-play Services 

for Broadband Hybrid Satellite Constellation 

Communication System  

Anupon Boriboon and Siriwhaddhanah Pongpadpinit 
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than BLUE algorithm as the rate of hybrid satellite network 

system.  

II. RELATED WORKS 

In this section, we summarize related works. Queues 

represent locations where packets may be held (or dropped). 

Packet scheduling refers to the decision process used to 

choose which packets should be serviced or dropped. Buffer 

management refers to any particular discipline used to 

regulate the occupancy of a particular queue. In the 

common case where a delay element is downstream from a 

queue, the queue may be blocked until it is re-enabled by its 

downstream neighbor. This is the mechanism by which 

transmission delay is simulated. In addition, queues may be 

forcibly blocked or unblocked at arbitrary times by their 

neighbors (which is used to implement multi-queue 

aggregate queues with inter-queue flow control). Packet 

drops are implemented in such a way that queues contain a 

drop destination; that is, an object that receives all packets 

dropped by a queue. This can be useful to keep statistics on 

dropped packets [6], [7]. 

In the past few years numerous AQM algorithms have 

been developed and improved for solving the Internet 

congestion that appears in routers. The issues that should 

be considered in AQMs are various problems such as lock-

out, global synchronization, and fairness. These AQMs 

used a concept mixture to solve all of the problems above. 

In analysis AQM schemes were classified to perform the 

analysis of AQMs with ease. Based on the classification, in 

general most of the AQMs employed only congestion 

metric to detect the congestion. However some of the 

AQMs required additional flow information other than the 

congestion metric to know the accurate status of the queue. 

Few of the AQMs required only spotting out the flow 

information. Considering these AQMs relevant to 

classification, the first category AQMs based only on 

congestion metric without flow information such as RED, 

DS-RED, LRED, HRED, Yellow, REM, BLUE were more 

simple and easy to design compared to the second category 

AQMs based on congestion metric with flow information. 

Therefore, the second category AQMs such as FRED, 

CHOKe, FAB, SFB also required extra overhead and 

implementation compared to the first category AQMs. The 

third category AQMs has a still greater complexity such as 

SRED, GREEN in identifying the flow information for 

calculating the marking probability [8]. 

III. PROPOSED THE HYBRID SATELLITE – BLUE QUEUE 

ALGORITHM 

The proposal of AQM algorithm is to maintain high link 

utilization with low loss late and queuing delay in a wide 

range of network environments. Stable operation and quick 

response to changes in load are also desirable. This section 

outlines a proposed algorithm and explains its design in 

terms of these attributes. We begin with a general 

discussion of how the proposed algorithm provide control of 

queuing delay, then provides description of the adjustment 

of algorithm adapting to changes.  

BLUE [9] uses packet loss and links idle events to 

manage congestion to give a very high throughput and high 

utilization with low queue length stability. For the better 

quality of high link utilization and throughput, it should be 

accessible by Load-based AQMs instead of Queue-based 

AQMs. Based on the research it indicates that the 

additional flow information is unnecessary to give 

attention. In the routers, the congestion is brining 

awareness get a better strength by Load-based AQMs. 

During, the comparison of congestion indicated the design 

of Queue-based AQMs is simple but some except for the 

parameter tunes for suitable of each problem compared with 

the other AQMs. In term of satellite high throughput and 

utilization, the Load-based AQMs performed better than 

Queue-based by flow information in AQMs.  

 In AQM schemes, comparative is based on performance 

metrics of [8], it appears as moderate of loss rate and low 

queue stability for the BLUE queue. Hence, we have to 

modify this point to improve BLUE algorithm to make it 

better for broadband hybrid satellite network system. Also, 

loss rates are low, and queue stability is higher. It aids to 

support more link utilization, and throughputs are very 

high. 

Generally of probability which drop the packets before 

the queues overflow at the space nodes and/or ground nodes 

in system. An HSBQ (Hybrid Satellite – Blue Queue) is an 

active queue management algorithm for broadband hybrid 

satellite network system, which orders to avoid high packet 

loss rates and control stable stream queue. By-product from 

this modification it is reduced queue length. The 

motivations for removing unfairness while maintaining 

queue length stability is that when the HSBQ scheme 

decides to discard packets in order to decrease the input 

traffic before the queues overflow. 

We adopt Z parameter from Yellow queue [10] to modify 

our proposal, the load factor Z will calculate during each 

averaging interval. The function of Virtual Available 

Capacity ĉ can be updated based on the queue control 

function, which following [10] Yellow algorithm. 

The smoothing parameter (α) and the desired utilization 

parameter (δ) are adopted from AVQ algorithm [11] that 

means we get a theorem to modify our proposal. 

Also, toward the HSBQ proposal it has been modified 

based on BLUE active queue management algorithm, then 

 
 

Fig. 1. Broadband hybrid satellite constellation communication system layout. 
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we have combination with smoothing parameter, desired 

utilization parameter, and load factor. HSBQ maintains a 

single probability Pm to mark or drop packets, which the 

buffer overflows HSBQ algorithm increase Pm to increase 

the congestion notification and decrease to reduce the 

congestion notification rate in case of buffer emptiness. 

Hence, a pseudocode of HSBQ is  

 

Upon packet loss (Qlen > L) event: 

 if ( ( ( ( currently – recent_update ) × β × δ × α ) / C ) > 

hold_time ) 
  Pm = Pm + 1 × Z 

  recent_update = currently 

 

Upon link idle event: 

 if ( ( ( ( currently – recent_update ) × β × δ × α ) / C ) > 

hold_time ) 

  Pm = Pm - 2 / Z 

  recent_update = currently 

 

Constant: 

hold_time : minimum time period between two consecutive  

     update of pm 

Pm : to either mark or drop the packets 
1 : incremented 

2 : decremented  

β : buffer size 

δ : desired utilization of the link 

α : smoothing parameter 

C : capacity of link 
Z : load factor 

IV. IMPLEMENT WITH BROADBAND HYBRID SATELLITE 

NETWORKS 

In hybrid satellite communication networks, different 

restrictions and requirements on different links have to be 

taken into account. Thus, we have selected a typical 

representative of LEO walker-type satellite constellations 

with global area network, the space section is 

COMMStellationTM satellite constellation [1], [2], [3], [5] 

composed of 72 operational satellites plus spares divided 

into 6 polar orbital planes at an altitude of 1000 km and 

inclination angle of 90. The ground section of the link has 

two types of stations: i) Trunk Stations are 35 based on 

ground for connected to the high-speed Internet backbone 

and ii) User Stations. A given User Station is planned to be 

current or new Internet Service Provider (ISP), which 

allows individual clients to connect to its satellite link. The 

satellite constellation parameters are shown in [3], [5]. The 

satellite system can be linked with the high-speed Internet 

and other networks by using suitable gateway. 

Figure 1 shows the network architecture of the broadband 

hybrid satellite constellation communication system 

(BHSCCS) [5] network with two segments: space, ground. 

We have two gateways connected through a North America 

and Asia link the bottleneck link. Each User Station pair 

sends triple-play services packets to destinations. In the 

Figure 1 illustrates the BHSCCS topology which uses in 

this work. The RED, BLUE, DropTail, and proposed HSBQ 

queuing are applied on the queuing system. 

In our experiments, the source four User Station links in 

different areas around South East Asia are chosen to 

observe traffic network. The source nodes are located in 

Bangkok-Thailand, Yangon-Myanmar, Vientiane-Laos, 

and Oil platform-Indian Ocean. The received four nodes are 

in North America. The destination nodes are at Boston-

Massachusetts, Tallahassee-Florida, Saint Paul-Minnesota, 

and Lincoln-Nebraska respectively. Moreover, we assume 

to decrease link in satellite links bandwidth to be 90.112 

Mbps and 11.264 Mbps. For link capacity of Trunk Station 

is 6.22 Mbps with 1 msec. Inside of internet backbone 

which is used in this work to be the bottleneck link, we 

assume that each continent has fiber link to connect 

together and with low latency delay between them. We 

adapted to 1.55 Mbps with 5 msec. The bottleneck link 

queue operates in bytes mode with buffer size of 400 KB. In 

addition, we assign error model at 2%. We use bottleneck 

queue size as an indication of queuing delay in bottleneck. 

In this research, new and efficient of active queue 

management for constellation satellite system mechanisms 

are proposed into BHSCCS over LEO orbital in network 

simulation. 

For traffic loads, we evaluate the scheme with more 

realistic traffic. To generate traffic loads in this simulation 

is [12] triple-play encompasses the provisioning of three 

services; high-speed Internet, television (Video on Demand 

or broadcasting video), and Voice over IP through the use 

of a single broadband connection. Key factors in the triple-

play services delivery constitute the technological advances 

deriving from the development of appropriate equipment 

such as: 

VOICE: [13], [14] Voice over Internet Protocol (VoIP) is 

a general term for describing transmission technologies for 

voice delivery over IP networks. Thus, we choose [15] a 

perceptual quality model for adaptive VoIP technique to run 

under our scenario. G.711 PCM codec is suitable for 

transported voice via the broadband Internet. Therefore we 

adopt voice traffic techniques for realistic form [15]. 

VIDEO: [16] Internet Protocol Television (IPTV) is a 

technology for delivering digital television service over IP 

networks. We collect up [17] video coding which H.264 

scalable video coding (H.264/SVC) for video streams 

produced IPTV traffic model. This codec is more efficient 

bandwidth to enhance the quality of video delivered on the 

Internet. 

For video traffic, we adopt the video file foreman with 

Siemens logo. It is contains 30 frames per second. The 

length of video is about 30 seconds, so we repeat this video 

three times into one video file and convert to high 

TABLE I 

SIMULATIONS TRAFFIC OF TRIPLE-PLAY SERVICES OVER IPV6 

Traffic Packet size 

VoIP with G.711 codec 220 bytes 

IPTV with H.264/SVC 1540 bytes 

FTP with TCP Westwood 540 bytes 
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definition on 1920×1080. The summarized traffic of triple-

play services over IPv6 parameters are shown in Table 1. 

DATA: [18] Generally, File Transfer Protocol (FTP) is 

used for handling bulk data transfers. It is used over TCP 

protocol to communicate, so we adopt the TCP Westwood 

[19] protocol to run under our scenario. TCP Westwood is 

designed for efficiency for high speed wireless connection. 

V. SIMULATION RESULTS 

In coherence to other research, we implement queue 

management technique to study the most usual type of 

hybrid satellite constellations based on the BHSCCS 

network topology within the triple-play services 

application. We tested the performance of new queue 

algorithm in terms of drop ratio and average queue length 

per link. Drop ratio is defined as the ratio of dropped 

packets to the sum of dropped and successfully transmitted 

packets, and average queue length is the ratio of the sum in 

the average number of packets as bottleneck gateways.  

The simulations are monitored average queue length, 

queue bandwidth, and packet end-to-end delay over a 

period of 100 seconds. The load consists of a combination 

of VoIP G.711 codec, IPTV H.264/SVC, and FTP over TCP 

Westwood. The simulation results for different AQMs 

loadings such as BLUE, RED, DropTail and proposed 

HSBQ, in which the loss rate ranges at 2%.  

Voice and video traffic are different packet sizes. But 

their performances in each AQMs is affected by packet end-

to-end delay in transmitted packet rate in same way of a 

predefined delay threshold. So, Figure 2 (a) DropTail, (b) 

RED, (c) BLUE, and (d) proposal HSBQ show that packet 

end-to-end delay of VoIP G.711 with two way connections. 

We also run simulations for comparison with other AQMs. 

The graph shows that RED suffers from continual unstable 

of packet arrival time because RED has random dropped 

packet in queue due to the deterministic packet marking 

behavior. Proposed HSBQ is lowest packet end-to-end delay 

than BLUE and DropTail queues. That means propagation 

delay of VoIP G.711 with two way connections from source 

to destination for our proposal over broadband hybrid 

satellite network has the lowest delays. It has shown the 

communicated by voice is rather smooth traffic voice 

because lowest propagation delays in end-to-end 

communication than DropTail and BLUE. 

Figure 3 (a) DropTail, (b) RED, (c) BLUE, and (d) 

proposed HSBQ shows packet end-to-end delay of IPTV 

H.264/SVC with 1920×1080 resolutions at 30 frames per 

second. We also run simulations for comparison with other 

AQMs. The graph shows that proposed HSBQ is lowest 

packet end-to-end delay than BLUE and DropTail queues, 

but it is higher than RED because RED is random dropped 

packet in queue behavior. That means propagation delay 

from source to destination for our proposed over broadband 

hybrid satellite network has the lowest delays. Proposed 

HSBQ is lowest packet end-to-end delay than BLUE and 

DropTail queues. That means propagation delay of IPTV 

H.264/SVC from source to destination for our proposal over 

broadband hybrid satellite network has the lowest delays. It 

has shown the communication by IPTV has a rather 

smoother traffic voice because of lowest propagation delays 

in end-to-end communication than DropTail and BLUE. 

For Figure 4 we have shown the PSNR results to reflect 

frame number of video in variations of each AQMs. The 
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Fig. 2. VoIP: packet end-to-end delay in different queue (a) DropTail; (b) RED; 

(c) BLUE; (d) HSBQ 
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PSNR is an approximation to human perception of 

reconstruction image quality, however a higher PSNR 

generally indicates that the reconstruction is of higher 

quality but in some cases it may not. Also, the result of 

PSNR values for IPTV in different AQMs in simulation 

with foreman Siemens logo are shown in Figure 4 (a), (b), 

(c), (d) respectively. 

From Figure 4 in axis x shows frame number of video 

that was received in destination node. DropTail is lowest 

frame number of video than other queues in group of 
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Fig. 3. IPTV: packet end-to-end delay in different queue (a) DropTail; (b) RED; 

(c) BLUE; (d) HSBQ 
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Fig. 4. PSNR value of IPTV in different queue (a) DropTail; (b) RED; 

(c) BLUE; (d) HSBQ 
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simulation, that mean reconstruction image quality of video 

is lower. But RED is the highest frame number of videos 

than other queues in group of simulation, that means highly 

reconstruction image quality, however a higher of RED that 

does not prove a smoother video frame that is shown in 

Figure 5. Next is our proposal HSBQ shown frame number 

of video is more than DropTail and BLUE. The smoother 

video frame from reconstruction image quality of HSBQ is 

show in Figure 5. 

As a result, we choose frames number 41 of video traffic 

to visually compare the performance for each AQMs. 

Figure 5 (a) is the original frame number 41 of source file 

at resolutions 1920 × 1080 over codec H.264/SVC. Figure 5 

(b), 5 (c), 5 (d), and 5 (e) are DropTail, RED, BLUE, 

HSBQ respectively. Illustrated shows the smooth motion of 

the video. In this research, DropTail and RED algorithms 

are suffering smooth IPTV H.264/SVC over broadband 
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Fig. 5. Frame no 41 of IPTV in different queue (a) Original; (b) DropTail; 

(c) RED; (d) BLUE; (e) HSBQ 
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Fig. 6. Queue bandwidth in different queue (a) DropTail; (b) RED; (c) BLUE; 

(d) HSBQ 
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hybrid satellite communication networks. On the contrary, 

BLUE and HSBQ algorithms are very smooth. And 

proposed HSBQ is the lowest dropped packet of video than 

BLUE, also HSBQ has a frame number more than BLUE. 

In Figure 6 we present the queue bandwidth of triple-play 

services flows. It is related queue length, and it should be 

matched up with queue length. These figures show that 

proposed HSBQ has the lowest uses of queue bandwidth in 

the traffic networks. That means, queuing in the system are 

lower than conventional queues. Therefore, traffic in hybrid 

satellite networks will be free more for other applications in 

the same time. 

In Figure 7 we present the queue length with respect to 

time. Figure 7 illustrates instantaneous queue length of this 

simulation with 400 KB buffer size in triple-play services 

traffic loads. In proposed HSBQ, queue length decreases to 

reduce the congestion and reduces oscillatory behaviors. It 

is clearly shown that the proposed scheme effectively 

maintains queue length stability around the target queue 

length whereas the queue length in BLUE oscillates 

periodically than the proposed HSBQ. Using RED, the 

queue length is too low, and it is easy for it to be empty, 

which causes underutilization. Using DropTail is almost 

full queue length all the time of simulation and hardly 

increases over 400 KB. They vary the bottleneck queue 

length affected when varying the simulation parameters in 

triple-play services traffic loads. 

VI. CONCLUSIONS 

Broadband hybrid satellite networks are best suited for 

covering global area network, density traffic networks, 

providing a variety of mainly triple-play services 

application, and are expected to play an important role in 

the next-generation satellite networks. Numerous AQMs 

algorithm has been proposed to provide for reducing 

collision voice, video, data traffic in a hybrid Internet 

network environment, which is highly dynamic. 

In this paper, we have proposed a new queue 

management scheme. It is the HSBQ algorithm classified 

based on congestion metrics and without the flow 

information. The performance of active queue management 

algorithms was evaluated in terms of drop ratio and average 

queue length per link. The simulation results have shown 

that the HSBQ algorithm significantly improves bottleneck 

network performance in comparison with a conventional 

AQMs algorithm. The queue bandwidth and queue length 

of HSBQ are steady while maintaining queue in order to 

decrease triple-play service application traffic before the 

queues overflow. The results obtained show that the 

proposed algorithm is capable of handling varying traffic 

distributions like triple-play services. However, the 

proposed algorithm has higher performance improvement 

and lower packet end-to-end delays in BHSCCS. In 

addition, we will apply the presented analytical of our 

model in clustering network system which is important 

from the network operator perspective.  

REFERENCES 

[1] G. J. Wells, and D. Cooper, “COMMStellation Implementations for 

Northern Broadband Communications,” in Proc. 30th AIAA 

International Communications Satellite System Conference (ICSSC), 

Canada, 2012, pp. 830-839. 

 
  (a) 

 

 
  (b) 

 

 
  (c) 

 

 
  (d) 

 

Fig. 7. Queue length in different queue (a) DropTail; (b) RED; (c) BLUE;  (d) 

HSBQ 

  

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 2 (2016)

114



 

[2] G. J. Wells, D. Cooper, P. Sekhavat, S. Engleson, and P. Takats, 

“COMMStellation
TM

 – A Low Latency Satellite Constellation for 

Broadband Communications,” in Proc. 30th AIAA International 

Communications Satellite System Conference (ICSSC), Canada, 2012, 

pp. 858-871. 

[3] A. Boriboon, and S. Pongpadpinit, “The COMMStellation
TM

 Satellite 

Constellation for Broadband Communication System Model in NS-2,” 

Int. J. Communications, Network and System Sciences, vol. 7 no. 10, 

pp. 430-439, Oct. 2014. 

[4] Y. Ma, T. Zhang, and J. Zhang, “An AQM Algorithm for LEO Satellite 

Network,” in Proc. IEEE 4th International Symposium on Microwave, 

Antenna, Propagation, and EMC Technologies for Wireless 

Communications (MAPE), Beijing, 2011, pp. 615-618. 

[5] A. Boriboon, and S. Pongpadpinit, “Optimized routing protocol for 

broadband hybrid satellite constellation communication IP network 

system,” EURASIP Journal on Wireless Communications and 

Networking, vol. 2016, no. 1, pp. 1-11, May. 2016. 

[6] C. Joo, S. Bahk, and S. S. Lumetta, “A Hybrid Active Queue 

Management for Stability and Fast Adaptation,” Journal of 

Communications and Networks, vol. 8, no. 1, pp. 93-105, March. 

2006.  

[7] K. Fall, and K. Varadhan (ed.), The ns Manual (formerly ns Notes and 

Documentaion). UC Berkeley, CA: UC Berkeley, LBL, USC/ISI, and 

Xerox PARC, 2009. 

[8] K. Chitra, and G. Padamavathi, “Classification and Performance of 

AQM-Based Schemes for Congestion Avoidance,” Int. J. of Computer 

Science and Information Security, vol. 8, no. 1, pp. 331-340, April. 

2010. 

[9] J. Kim, H. Yoon, and I. Yeom, “Active Queue Management for Flow 

Fairness and Stable Queue Length,” IEEE Trans. on Parallel and 

Distributed Systems, vol. 22 no. 4, pp. 571-579, April. 2011.  

[10] C. Long, B. Zhao, X. Guan, and J. Yang, “The Yellow active queue 

management algorithm,” J. Computer Networks and ISDN Systems, 

vol. 47, no. 4, pp. 525-550, March. 2005.  

[11] S. S. Kunniyur, and R Srikant, “An Adaptive Virtual Queue (AVQ) 

Algorithm for Active Queue Management,” IEEE/ACM Transaction on 

Networking, vol. 12, no. 2, pp. 286-299, April. 2004. 

doi:10.1109/TNET.2004.826291 

[12] G. P. Sotiropoulos, D. K. Styliaras, E. A. Kosmatos, C. A. Papagianni, 

N. D. Tselikas, and I. S. Venieris, “Triple Play Service Simulation and 

Packet Scheduling Performance Evaluation,” in Proc. the International 

Conference on Digital Telecommunications (ICDT ’06), France, 2006, 

pp. 54-59. 

[13] M. Ali, L. Liang, Z. Sun, and H. Cruickshank, “Evaluation of Transport 

Protocols for SIP Signaling over IPv6 DVB-RCS Satellite Networks,” 

in Proc. 7th International Symposium on Wireless Communication 

Systems (ISWCS), 2010, UK, pp. 800-804. 

[14] M. Ali, L. Liang, Z. Sun, and H. Cruickshank, “SIP Signaling and QoS 

for VoIP over IPv6 DVB-RCS Satellite Networks,” in Proc. the 

International Workshop on Satellite and Space Communications 

(IWSSC 2009), 2009, Italy, pp. 419-423. 

[15] A. Bacioccola, C. Cicconetti, and G. Stea, “User-level performance 

evaluation of VoIP using ns-2,” in Proc. 2nd International Conference 

on Performance Evaluation Methodologies and Tools (ValueTools 

’07), 2007, Belgium, pp. 1-10. 

[16] S. Pongpadpinit, “Motion vector recovery based colour information,” in 

Proc. 17th International Conference on Digital Signal Processing 

(DSP), 2011, Greece, pp. 1-4. 

[17] C. Ke, “myEvalSVC: an Integrated Simulation Framework for 

Evaluation of H.264/SVC Transmission,” J. KSII Transactions on 

Internet and Information Systems, vol. 6, no. 1, pp. 379-394, Jan. 

2012. 

[18] P. Lai, H. Subramoni, S. Narravula, A. Mamidala, and D. K. Panda, 

“Designing Efficient FTP Mechanisms for High Performance Data-

Transfer over InfiniBand,” in Proc. the International Conference on 

Parallel Processing (ICPP ‘09), Vienna, 2009, pp. 156-163. 

[19] C. Casetti, M. Gerla, S. Mascolo, M. Y. Sanadidi, and R. Wang, “TCP 

Westwood: End-to-End Congestion Control for Wired/Wireless 

Networks,” J. Wireless Networks, vol. 8, no. 5, pp. 467-479, Sept. 

2002. 

 

 

 

 

 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 2 (2016)

115



Performance Analysis of MTD64, our Tiny
Multi-ThreadedDNS64 Server Implementation:

Proof of Concept
Gábor Lencse

Abstract—In the current stage of IPv6 deployment, the com-
bination of DNS64 and NAT64 is an important IPv6 transition
technology, which can be used to enable IPv6 only clients to
communicate with IPv4 only servers. In addition to the existing
free software DNS64 implementations, we proposed a tiny multi-
threaded one, MTD64.

In this paper, the performance of MTD64 is measured and
compared to that of the industry standard BIND in order to check
the correctness of the design concepts of MTD64, especially of
the one that we use a new thread for each request. For the perfor-
mance measurements, our earlier proposeddns64perf program
is enhanced asdns64perf2, which one is also documented in
this paper. We found that MTD64 seriously outperformed BIND
and hence our design principles may be useful for the design of
a high performance production class DNS64 server.

As an additional test, we have also examined the effect of
dynamic CPU frequency scaling to the performance of the
implementations.

Keywords—IPv6 transition, DNS64, BIND, MTD64, Perfor-
mance analysis.

I. I NTRODUCTION

The combination of DNS64 [1] and NAT64 [2] is an
appropriate solution for the problem that an IPv6 only client
must communicate with an IPv4 only server. This situation
occurs when an ISP (Internet Service Provider) decides to
introduce IPv6 in a way that it distributes only IPv6 addresses
to its subscribers.1 However, the majority of the servers on
the Internet still uses only the IPv4 protocol. Several free
software [3] (also called open source [4]) DNS64 implemen-
tations exist, e.g. BIND, TOTD, Unbound, PowerDNS, and
we have also contributed with a tiny multi-treaded DNS64
implementation named MTD64 [5], [6]. In our earlier papers,
we have compared the performances of BIND and TOTD [7],
and later BIND, TOTD, Unbound and PowerDNS [8]. The aim
of our current work is to compare the performance of MTD64,
our new DNS64 implementation to that of BIND, the most
well-known and industry standard DNS64 implementation and
to thus check if our design concepts were right.

The remainder of this paper is organized as follows. In
section 2, we recall the most important performance relevant

Manuscript received April 21, 2016, revised May 23.
G. Lencse is with the Department of Networked Systems and Services,

Budapest University of Technology and Economics, Magyar tudósok k̈orútja
2, Budapest, H-1117, e-mail: lencse@hit.bme.hu.

1This one can be a forward looking solution for the problem of the depletion
of the public IPv4 address pool. Of course, there are several other possible
solutions, e.g. the distribution of private IPv4 addresses to the clients together
with the use of CGN (Carrier-grade NAT).

design concepts of MTD64. In section 3, we disclose our per-
formance measurement method including the documentation
of the second version of ourdns64perf test program. In
section 4, we present and discuss our results.

We note that we have given an introduction to the operation
of DNS64 in our paper [6], which may be worth consulting
for those not familiar with DNS64.

II. PERFORMANCERELEVANT DESIGN DECISIONS OF

MTD64

All our design considerations can be found in both [5] and
[6] including e.g. to write free software. Now, we focus on
those of them, which ones we consider performance relevant.
The most important ones required that MTD64 should:

• be simple and therefore short (in source code)
• be fast (written in C, at most some parts in C++)
• not store the AAAA record (IPv6 address) requests in a

common data structure, but start a new thread for each
of them.

The first two ones are self explanatory, but the third one
requires some explanation. A DNS64 server may receive many
requests and because of the nature of the DNS64 service (the
server must ask information from external source and thus it
has to wait for the reply) it is deliberate that if we want a
high performance DNS64 server then the processing of the
consecutive AAAA record requests must overlap. A natural
solution would have been to use e.g. three data structures:

• one for storing the new, unprocessed requests
• one for storing the requests, for which AAAA record

requests were sent to the DNS system
• one for storing the requests, for which A record requests

were sent to the DNS system.
The first one of them could have been a simple queue,

as the incoming requests can be processed in the receiving
order. However, the two other ones should support a searching
method to find the matching request when a reply is received
from the DNS system. Concerning the appropriate data struc-
ture, we considered in [5] that e.g. linked list, balanced or
unbalanced trees could be used: “Their operations (insert, find,
delete) involve programming complexity and the operations
may involve significant time complexity if the data structure
has high number of elements. Unfortunately there is a trade-
off between the programming complexity and the speed. E.g.
the operations of the linked list are simple but their time
complexity isO(n), wheren denotes the number of elements
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Fig. 1. DNS64 test network (See hardware and software detailsin subsection
III-D.)

in the data structure. The time complexity of the operations
of the balanced trees isO(log n), but their operations require
more programming work. For more information see [9] and
its references.” [5]

We decided not to store the requests explicitly but to start
a new thread for each request. This was a risky decision and
we new its potential positive and negative consequences. The
positive consequences are:

• there is no need for implementing a data structure and its
operations (programming simplicity, shorter code)

• all cores of the CPU can be utilized without the need of
explicit programming efforts for it (may result in a good
speed-up if executed by multi-core servers).

The negative consequences are:

• a multi-threaded code is much harder to debug
• starting a new thread for each request might result in

too much computation costs (especially, because we used
C++ for an easy thread handling)

• starting a new thread for each request makes MTD64
vulnerable to DoS attacks (attackers may exhaust the
memory of the server by fake requests).

The aim of our current research is to examine the perfor-
mance consequences of our design decisions.

III. PERFORMANCEMEASUREMENTMETHOD

A. Overview

We decided to use the DNS64 server performance mea-
surement method that we had developed for our earlier papers
[7], [8] for DNS64 server performance testing. That algorithm
was later implemented in C/C++ bydns64perf, our DNS64
performance test program documented in [10]. Keeping the
original algorithm made our current results comparable with
our previous ones.

The logical topology of the test setup is shown in Fig. 1.
As for Tester, we used the modified version2 of dns64perf.
The dns64perf2 program sent a high number of AAAA
record requests to theDUT (Device Under Test) for different
domain names and received the replies. TheDUT executed
the MTD64 or the BIND3 DNS64 server programs (the latter
one served as a performance reference). As for authoritative
DNS server, always BIND was used and it was executed by a
desktop computer with significantly higher computing power
to avoid being a bottleneck.

B. Operation of dns64perf2

The details of the testing algorithm that was implemented
in dns64perf can be found in [10]. Whereas the basics
of the method were kept indns64perf2, we had to do
some technical modifications for having long enough test runs.
This subsection contains the documentation of the operation
of version 2.

1) Testing Algorithm: The core of the testing algorithm is
very simple: AAAA record queries are sent for domain names,
which ones do not have AAAA records but only A records;
hence the DNS64 server needs to synthesize IPv4-embedded
IPv6 addresses. An independent name space is used to be
able to resolve the domain names without delay. This name
space is the following:n1-n2-n3-n4.dns64perf.test,
where n1, n2, n3 and n4 are integers from the [0, 255]
interval. This name space can be easily mapped to IPv4: the
corresponding IPv4 address is: n1.n2.n3.n4. However, the roles
of the four numbers are very different. The first one, n1 is
used as a fixed number during an execution ofdns64perf2.
Its task is to define an independent name space for each
execution4. Each execution ofdns64perf2 contains several
experiments (at least 256 and at most 65536), where an
experiment contains the resolution of 256 domain names and
their time is measured together. The next two numbers, n2
and n3 are used as counters (n2 is the high order one and
n3 is the low order one, that is n2*256+n3 equals with the
sequence number of the given experiment). Finally the last
number, n4 is used within an experiment. An experiment is
executed inn number of threads, wheren must be a power of
2. Each thread is responsible for 256/ndomain names, which
ones are requested sequentially with no overlapping: the next
one can be asked only after receiving the result of the current
request. Nanosecond precision time stamps are taken at the
beginning of each experiment (before starting then threads)
and at the end of the experiment (after all threads were joined).
Their difference is calculated, converted to milliseconds, and
printed bydns64perf2.

2The modification is only technical, essentially the original testing method
was used, see details in subsection III-B.

3BIND was chosen because it is the most well-known and widespread
used free software DNS server implementation. Its DNS64 performance was
compared to that of three other DNS64 implementations in our former paper
[8]. Using those results and the current performance comparison of MTD64
and BIND, one can also compare the performance of MTD64 to that of the
DNS64 implementations included in [8].

4It can be useful for different purposes. In our earlier works [7], [8], we used
multiple clients to generate high enough load, thus we needed independent
name space for each client. In this paper, we use it in a different way.
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2) Parameters: The program takes five or six command line
arguments. In their presentation, we use the variable names
from the source code [11] and the C language notation of
the program arguments. The operation of thedns64perf2
program is controlled by the following parameters:
a = argv[1] specifies an independent name space for each
execution ofdns64perf2, wherea is an integer from the
[0, 255] interval.
b = argv[2]. During an execution of the program, 256*b
experiments are performed, whereb is an integer from the
[0, 255] interval.
n = argv[3]. In each experiment,n threads are used, where
n must be a power of 2, e.g. 1, 2, 4, 8, etc. and each of the
threads sends 256/nnumber of AAAA record requests.
timeout = argv[4]. The timeout value is given as a
positive integer (interpreted as seconds) and it specifies the
time while the program waits for a reply (typical values are 1
or 5).
server = argv[5] is the IPv6 address of the DNS64
server.
port = argv[6] is the port number on which the DNS64
server program listens (if not supplied then the default value
of 53 is used).

In dns64perf2, parameterb was introduced because
dns64perf performed only 256 experiments and their exe-
cution time proved to be too short for our measurements. The
execution of the program could have been repeated multiple
times, but we intended to use its continuous operation.

What is the relationship between the command line argu-
ments of the program and the n1, n2, n3 and n4 numbers in the
first label of the domain names in the AAAA record requests?

• In all requests, n1 takes the value ofa.
• The two bytes long counter built up by n2 and n3 takes

its values from the [0, 256*b-1] interval. (The whole
measurement contains 256*bnumber of experiments, and
the two bytes long counter identifies the experiments.)

• An experiment contains 256 AAAA record requests,
which ones can be distinguished by the value of n4. Each
one of then threads sends 256/nnumber of requests.

The load generated by the program may be tuned by the
value ofn, the number of threads. It may be worth increasing
n over the number of CPU cores of the computer used for
the execution ofdns64perf2, because the threads may be
waiting for the replies.

We note that in our earlier works [7] and [8], we used
different number of client computers (1, 2, 4 and 8) executing
the test script to be able to exactly tune the measure of the
load. In this way we were able to exactly double the measure
of the offered load. This time we will increase the number
of threads to tune the measure of the load. We do it for ease
of testing now, and we admit that the offered load will not be
exactly doubled when doubling the number of threads because
all the threads are executed by the same computer with limited
resources.

C. Test Script Used for our Measurements

The tests were executed multiple times using different
number of threads, to measure and compare the performances

of MTD64 and BIND under different load conditions. The
following test script was used:

#!/bin/bash
#Paramaters:
server=2001:2::1 # IPv6 address of the DNS64 server
dns64=mtd64 # type of the DNS64 server
b=10 # length of the measurement

for (( i=0; i<5; i++ ))
do

nth=$((2**i)); # number of threads
ssh $server ./stats $dns64 $nth & # start dstat
sleep 1
./dns64perf2 $i $b $nth 1 $server > \
dns64perf2-results-${dns64}-$nth

ssh $server killall dstat # stop dstat
sleep 5

done

As it can be seen from the script, the value of parametera
took the values 0, 1, 2, 3, 4. This way an independent name
space was ensured for each execution of thedns64perf2
program. The value ofb was 10 that is 2560 experiments
were performed in each run ofdns64perf2. The number of
threads took the values of 1, 2, 4, 8, 16 to increase the load
offered by the Tester to the DUT. The timeout value was 1
second.

Though many times the DUT is considered as a black box,
now we did not follow this approach, but measured the CPU
utilization at the DNS64 server for a deeper understanding of
the behavior of the tested DNS64 implementations. We started
thedstat Linux command from a smallbash script named
stats executed byssh (and stopped it by thekillall
command usingssh, too). The content of thestats script
was:

#!/bin/bash
nice -n 10 dstat -c --output \

dns64-stats-$1-$2.dstat > /dev/null

To calculate the CPU utilization, we used the idle time
percentage from the output ofdstat, and subtracted it
from 100%. We did so because we considered less problem
to include also the CPU utilization of some possible other
processes, which were not taking part in DNS64 than leaving
out the CPU utilization of some processes other than MTD64
or BIND, but doing some work for their interest (e.g. kernel
processes sending and receiving packets, writing log files,
etc.).

As we tested only two DNS64 implementations, they were
started manually (and also their names were set manually in
the test script).

D. Hardware and Software Parameters of the Test Environ-
ment

For the repeatability of our measurements, we provide the
most important hardware and software parameters of our test
environment.
Authoritative DNS Server Desktop computer with 3.2GHz
Intel Core i5-4570 CPU (4 cores, 6MB cache), 16GB
1600MHz DDR3 SDRAM, 250GB Samsumg 840 EVO SSD,
Realtek RTL8111F PCI Express Gigabit Ethernet NIC; De-
bian GNU/Linux 8.2 operating system, 3.2.0-4-amd64 kernel,
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TABLE I
DNS64PERFORMANCE: MTD64

1 Number of threads used indns64perf2 1 2 4 8 16
2

Exec. time of 256 queries (ms)
average 61.34 33.23 28.53 17.90 15.12

3 std. dev. 0.95 1.13 1.19 0.77 0.82
4 Number of queries per second 4174 7705 8972 14300 16929
5

DNS64 server CPU utilization (%)
average 20.65 37.42 38.96 67.25 84.47

6 std. dev. 1.41 1.77 0.84 0.67 0.49

TABLE II
DNS64PERFORMANCE: BIND

1 Number of threads used indns64perf2 1 2 4 8 16
2

Exec. time of 256 queries (ms)
average 166.99 101.51 93.09 84.85 88.13

3 std. dev. 3.57 8.29 10.49 9.12 17.79
4 Number of queries per second 1533 2522 2750 3017 2905
5

DNS64 server CPU utilization (%)
average 50.51 72.37 68.87 83.18 86.63

6 std. dev. 1.06 2.26 6.75 4.68 3.93

TABLE III
DNS64PERFORMANCE: MTD64, DYNAMIC CPU FREQUENCY SCALING ENABLED

1 Number of threads used indns64perf2 1 2 4 8 16
2

Exec. time of 256 queries (ms)
average 93.27 51.23 38.56 23.80 16.87

3 std. dev. 0.93 0.70 1.29 0.66 0.58
4 Number of queries per second 2745 4997 6640 10757 15175
5

DNS64 server CPU utilization (%)
average 11.71 22.41 28.88 50.56 76.60

6 std. dev. 2.93 3.51 1.18 1.63 2.02

TABLE IV
DNS64PERFORMANCE: BIND, DYNAMIC CPU FREQUENCY SCALING ENABLED

1 Number of threads used indns64perf2 1 2 4 8 16
2

Exec. time of 256 queries (ms)
average 205.71 113.95 95.86 84.30 87.52

3 std. dev. 8.72 7.68 8.97 8.22 17.05
4 Number of queries per second 1244 2247 2670 3037 2925
5

DNS64 server CPU utilization (%)
average 40.38 70.08 65.94 83.99 87.40

6 std. dev. 1.81 1.97 3.45 4.16 3.70

BIND 9.9.5-9+deb8u3-Debian
DNS64 serverDesktop computer with 2.2GHz AMD Athlon
64 X2 Dual Core CPU 4200+ (2 cores, 512kB cache), 2GB
667MHz DDR2 SDRAM, 320GB Samsung HD321KJ HDD,
nVidia CK804 Gigabit Ethernet NIC; Debian GNU/Linux
8.2 operating system, 3.2.0-4-amd64 kernel, BIND 9.9.5-
9+deb8u4-Debian, MTD64 from [12] (Latest commit: January
4, 2015)
Tester Dell Latitude E6400 series laptop with 2.53GHz In-
tel Core2 Duo T9400 CPU (2 cores, 6MB cache), 4GB
800MHz DDR2 SDRAM, 250GB Samsumg 840 EVO SSD,
Intel 82567LM Gigabit Ethernet NIC; Debian GNU/Linux 8.2
operating system, 3.2.0-4-amd64 kernel,dns64perf2 from
[11]
Switch 3CGSU05 5-port 3Com Gigabit Ethernet switch

All three computers are able to use dynamic CPU frequency
scaling. First, this feature was disabled on all three computers
during our main measurements to eliminate its potential effect
to the results. However, as this feature is quite common, we
have also examined the case when it was enabled on all three
computers.

IV. RESULTS AND DISCUSSION

A. Presentation and Interpretation of the Results

Our DNS64 performance measurement results are presented
in Table I and Table II. Both tables follow the same structure.
The number of threads used indns64perf2 is given in the
first row. (We note that the number of threads is a parameter
of the Tester and not of the tested DNS64 servers. It is used to
tune the intensity of the load provided by the Tester so that the
DNS64 server can be tested under different load conditions.)
The average and the standard deviation of the execution time
of an experiment (256 queries) are shown in row 2 and row
3, respectively. In row 4, we also displayed the number of
answered queries per second calculated by using the average
execution time from row 2. The average and the standard
deviation of DNS64 server CPU utilization can be found in
row 5 and row 6, respectively.

As for the performances of the two DNS64 implementa-
tions, MTD64 seriously outperformed BIND even when a
single thread was used: MTD64 processed 4174 queries per
second whereas BIND could do only 1533. This difference was
growing further when the number of threads was increased.
When 16 threads were used, MTD64 outperformed BIND
more than five times by processing 16929 queries per second
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Fig. 2. DNS64 performance of MTD64 and BIND

whereas BIND could do only 2905. The explanation is clear:
MTD64 used much less computing power than BIND, e.g.
20.65% vs. 50.51% at one thread or 37.42% vs. 72.37% at
two threads, therefore MTD64 had still significant amount of
spare CPU capacity at two threads and thus it could cope with
the higher loads produced by 4, 8 and 16 threads execution of
dns64perf2. Whereas the performance of BIND (2905qps)
was somewhat less at 16 threads than at 8 threads (3017qps),
MDT64 could still significantly increase its performance from
14300qps to 16929qps when the number of threads was
increased from 8 to 16.

Fig. 2 provides a graphical comparison of the DNS64
performances of MTD64 and BIND as a function of the
number ofdns64perf2 threads, that is, the intensity of the
load.

B. Discussion

We can lay down that the results justify the design prin-
ciples of MTD64. However, we can consider this excellent
performance result only as a “proof of concept”. We do not
recommend MTD64 to be used as a real life DNS64 server
for several reasons, including:

• MTD64 was not written to be a productive MTD64
server. It is neither supported, nor maintained.

• Though our tests have shown that it can perform DNS64
server functionality properly [6], it has not undergone
extensive testing and may contain bugs.

• In its current state, it is not a real server program: it is
not daemonized but runs in the foreground.

• MTD64 was not tested against DoS attacks for which it
is vulnerable by design.

Thus our final evaluation is that the experiment of creating
MTD64, a tiny multi-threaded DNS64 server was successful,
and the our principles seem to be viable for the design and
implementation of a production class DNS64 server.

We note that MTD64 has been released as a free software
under GPL v2 license, thus anyone can make a fork of its

source code available on Github [12] and may further develop
it.

We also note that MTD64 is a light-weighted software
omitting many real world scenarios (e.g. controls, exceptions,
etc.) thus its performance comparison with BIND is not
completely fair.

C. The Effect of Dynamic CPU Frequency Scaling

The DNS64 measurements were also performed with dy-
namic CPU frequency scaling enabled on all three computers.
Table III and Table IV show the results.

The results produced under moderate load (using a single
thread only) are significantly different from those produced
when the dynamic CPU frequency scaling was disabled:
MTD64 processed only 2745qps instead of 4174qps and BIND
served 1244qps instead of 1533qps. Thus this result shows
that disabling such mechanisms is a must when performance
measurements are taken.

On the other side of the coin, the heavier the load was,
the better the results of measurements with dynamic CPU
frequency scaling approximated the results of the measure-
ments without dynamic CPU frequency scaling. (As for BIND,
the results for 4-16 threads are very similar; as for MTD64,
the result for 16 threads are getting similar.) This observation
justifies the application of dynamic CPU frequency scaling in
production systems: the computers can still provide their full
performance under high load conditions, and energy may be
saved under lower load.

V. CONCLUSION

We conclude that the design principles of MTD64, our tiny
multi-threaded DNS64 server can be useful in the design of a
high performance production class DNS64 server.
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Telecommunications, Széchenyi Istv́an University in
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