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Performance Evaluation of AIC Technique for
Single and Multiple Primary Bands in OFDM based

Cognitive Radios
Gh. Rasool Begh, and Ajaz Hussain Mir

Abstract—Cognitive radio has emerged as an efficient ap-
proach to address the problem of spectrum under-utilization.
OFDM has been proposed as a potential candidate for the
physical layer of cognitive radios due to its inherent charac-
teristics of spectrum shaping, spectrum analysis and robustness
to frequency selective fading. One of the major problems of
OFDM is high Out Of Band Radiation (OOBR). This is an
undesired phenomenon especially if the nearby band is occupied
by primary (or licensed) user. Among the proposed techniques to
overcome this problem, Active Interference Cancellation (AIC)
is considered to be one of the efficient techniques. In this paper,
we evaluate the performance of this technique for single and
multiple primary bands in OFDM based cognitive radios. For the
case of single primary band, it is shown through simulations that
narrower primary bands and use of more number of cancellation
carriers increases the OOBR reduction in the desired band.
For the case of multiple primary bands, the AIC technique
is shown to provide better OOBR reduction for larger inter
primary band spacing, lesser number of primary bands and more
number of cancellation carriers. We also evaluate the bandwidth
efficiency for single and multiple primary bands. The bandwidth
efficiency shows a linear decrease with the increase in number
of cancellation carriers. Multiple primary band system has more
bandwidth efficiency degradation than the single primary band
system.

Keywords—Cognitive Radio, OFDM, Out of Band Radiation,
bandwidth efficiency.

I. INTRODUCTION

Cognitive radio (CR) allows unlicensed users access to the
licensed spectrum, provided they do not cause interference to
the licensed primary users (PU) [1], [2]. The unlicensed users
are termed as secondary users (SUs) and the licensed users
are termed as primary users in the CR context. The secondary
users need to sense the spectrum opportunities, called spectrum
holes [3], for transmission. These spectrum holes can be used
by the secondary users, provided they don’t interfere with the
primary user transmissions. To avoid interference to the PUs,
the SUs should use efficient spectrum shaping techniques.
OFDM provides excellent spectrum shaping features, owing
to the orthognal properties of its subcarriers [4]. For example,
in the simplest case, the subcarriers coinciding with the PU
band can be deactivated during SU transmission, to prevent
interference to the PU transmissions [4]. However, even after
deactivating the subcarriers coinciding with the PU band,
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appreciable interference power is present in the PU band, due
to high Out Of Band Radiation (OOBR) problem of the OFDM
[4], [5]. To minimize the OOBR, a number of techniques have
been proposed in the literature [6], [7] . These include time
windowing [5], [8], Subcarrier Weighting (SW) [9], Active
Interference Cancellation (AIC) [10], Adaptive Symbol Transi-
tion (AST) [11], Constellation Expansion (CE) [12] and phase
adjustment technique [13]. Time windowing and AST provide
smooth transition of symbol boundaries to reduce OOBR.
These however, suffer from throughput loss due to symbol time
extension [5], [11]. In subcarrier weighting technique, all data
tones are multiplied by an optimal set of weights to minimize
the OOBR. This technique, however, suffers from degradation
in the bit error rate (BER) performance due to perturbation
in the data tones [9]. Further this method cannot be applied
to the OFDM systems using quadrature-amplitude modulation
(QAM) since the detection of QAM sysmbols will be severly
affected by unknown subcarrier weights [14]. In constellation
expansion technique, signal points are mapped to a higher
order constellation and the mapped sequence that generates
minimum OOBR is chosen for transmission. This however,
degrades the error performance at the receiver, as the new
signal points are closer to each other than the original signal
points [12]. In active interference cancellation (AIC) technique
[10], few subcarriers are reserved for transmitting signals to
suppress the OOBR in the PU band. These subcarriers are
termed as cancellation carriers (CCs) [15], [16]. Using AIC
technique, high OOBR reduction of the order of 60-80 dB
can be easily achieved in the band of interest [10]. The
OOBR reduction can be increased by increasing the number of
cancellation tones, but this leads to a decrease in the number
of effective data tones and thereby a decrease in the system
throughput. Thus there is a trade off between the OOBR
reduction and the bandwidth efficiency in AIC technique.
A comparison of various OOBR reduction techniques for
multicarrier systems is given in [17]. The authors com-
pare techniques like windowing, AIC, subacrrier weighting,
spectral precoding, low pass filtering and filter bank based
multi-carrier (FBMC) with conventional OFDM for OOBR
reduction. It is shown that FBMC techniques provide the best
OOBR reduction (more than 100 dB) but at the cost of high
computational complexity e.g. For an overlapping factor of 4,
the complexity of FBMC exceeds that of conventional OFDM
by a factor of 5. On the other hand, AIC technique offers
much less OOBR reduction (around 40 dB for a total of 4
cancellation carriers), but exhibits minimum computational
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complexity among the discussed schemes [17]. Thus AIC
technique is still of interest due to its low computational
complexity.
In this paper, we study the trade off between bandwidth
efficiency and OOBR reduction using AIC technique. We
study this problem for two different cases: Single primary band
cognitive system and multiple primary band cognitive system.
We mainly focus on the use of AIC technique for multiple
primary bands, which has been less studied in the literature.
This paper is organized as follows. In Section 2, system
description is given. Simulation results and discussion are
presented in Section 3. In Section 4, we draw the conclusions
from the study.

II. SYSTEM DESCRIPTION

In this study, we consider a Cognitive radio system that
employs OFDM modulation with N subcarriers. The cognitive
engine is assumed to detect the band(s) occupied by the
primary users. The secondary users are allowed to share the
spectrum with the primary user(s) subject to the condition that
the PU communication is not affected. The secondary users use
AIC technique to minimize the interference to the detected PU
band.
The system model is shown in Fig 1. As depicted in the
figure, the input data is mapped to complex constellation
stream. It is then divided into N sub streams using serial
to parallel converter. The resulting data vector is represented
by X = [X0, X1, X2, .XN−1]

T , where [.]T denotes transpose
operation. To modulate this data vector on N OFDM sub-
carriers, an IFFT operation is performed on X. The discrete
time OFDM signal obtained at the output of IFFT block is
represented by x = [x0, x1, x2, .xN−1]

T with xn given as

xn =
1√
N

N−1∑
k=0

Xke
j2πkn/N , n = 0, 1, . . . , N − 1 (1)

In matrix form, it can be represented as

x = F ∗
(N×N)X (2)

where F is (N×N) Fourier transform matrix, whose (n, k)th

element is given as [11]

Fn,k =
1√
N
e−j2πkn/N , n, k = 0, 1, . . . , N − 1 (3)

and (.)∗ is the conjugate operation.
The signal is then extended in time by appending the last G
samples of the IFFT output at the beginning of each OFDM
symbol. This is termed as cyclic prefix (CP). The output after
adding CP is mathematically represented as

xcp = F ∗
((N+G)×N)X (4)

where F((N+G)×N) = [A F(N×N)] with A consisting of last
G columns of F(N×N) [16].
To evaluate the signal spectrum, the time domain signal given
in equation (1) is upsampled by a factor of M and the resulting
upsampled signal is given by [11]

S = F(MN×(N+G)) xcp (5)

Using (4), we have

S =
1

N
F(MN×(N+G))F

∗
((N+G)×N)X (6)

= QX
where

Q =
1

N
F(MN×(N+G))F

∗
((N+G)×N) (7)

Assuming that a PU band with a width of W subcarriers is
detected within the OFDM band by the cognitive engine, the
SU deactivates the subcarriers corresponding to the detected
band and also reserves c cancellation subcarriers (CCs) on the
edges of the detected PU band. The interference caused by the
data subcarriers in the PU band is given by [11]

IP = QWXW (8)

where QW consists of only those rows of Q that correspond
to the PU band and XW is same as X with the subcarriers
coinciding with the PU band and the c cancellation subcarriers
turned OFF. The interference power given in equation (8)
needs to be minimized by transmitting cancellation tones
over c subcarriers on the edges of the PU band. If h is the
cancellation tone vector of length 2c, then total interference
power in the PU band is

Pp = ‖QIh+ IP ‖2 (9)

where QI consists of only those columns of QW that corre-
spond to the cancellation subcarriers.
The total interference power in equation (9) needs to be
minimized and as such forms a linear least squares problem.
The solution of equation (9 ) given in [10] is

h = −(QHI QI)−1QHI IP (10)

where (.)H denotes conjugate transpose operation.
Using (8) we get

h = TIXW (11)

where TI = −(QHI QI)−1QHI QW .
To observe the effect of cancellation carriers on OOBR
reduction, we simulate an OFDM based CR system with
128 subcarriers using BPSK symbols. The primary band is
assumed to span over a width of 16 subcarriers from subcarrier
#61. The weights of CCs are computed using equation 10,
without any constraint. The OOBR reduction achieved using
one, two and three CCs is shown in Fig. 2. For comparison,
the OOBR reduction achieved using conventional OFDM
technique, is also shown in the figure. It is observed from
the figure that a reduction of around 35 dB is achieved using
single cancellation carrier (CC) and around 65 dB is achieved
for three CCs case. This is quite appreciable in comparison to
20 dB achieved in carrier nulling technique (i.e. deactivating
the subcarriers in the PU band). However, as depicted in Fig.
2, computing cancellation carrier weights as an unconstrained
problem, results in spectrum overshoot (e.g. around 20 dB for
three CCs) in the vicinity of the PU band. To overcome this
problem, the complex weights of the cancellation carriers can
be computed under an upper power constraint. This leads to
the following constrained optimization problem:

hop = argmin
h
‖ QIh+ IP ‖2, (12)
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Fig. 1. Block diagram of OFDM transmitter using AIC technique for OOBR reduction
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0 20 40 60 80 100 120 140

Subcarrier Index

-45

-40

-35

-30

-25

-20

-15

-10

-5

0

5

P
o

w
e

r 
S

p
e

c
tr

a
l 

D
e

n
s

it
y

 (
d

B
)

Carrier Nulling

CC 1

CC 2

CC 3

Three CC

Two CC

One CC

Carrier Nulling

Fig. 3. OOBR Reduction using AIC technique (Constrained Case)

s.t. |hi|2 ≤ α, i = 0, 1, . . . , 2c

where hop represents the optimal weight vector for cancella-
tion subcarriers with a length of 2c and α = E|hi|2, i =
1, 2, ...N , is the power constraint on cancellation carriers and
E represents the expectation operation. Figure 3 shows that
by computing optimal weights for the cancellation tone vector,

we can overcome the problem of spectrum overshoot but the
overall Out Of Band Radiation (OOBR) reduction decreases
in comparison to the unconstrained case of AIC technique.
However, this technique still offers better reduction than the
existing techniques like Adaptive symbol transition [11], Phase
adjustment technique [13], windowing techniques [5], [8] and
subcarrier weighting [9]. The high OOBR reduction achieved
using the AIC technique forms the motivation for our study.
We have considered the following two scenarios in this paper:

• Single PU band within OFDM band
• Multiple narrow PU bands within OFDM band

These scenarios are discussed in further sections of this paper.

A. Single PU band

In the single PU band case, a primary user is detected by
the cognitive receiver and the secondary user (SU) refrains
from transmitting in that band. To reduce the interference
caused by the data subcarriers of the secondary user to the
PU band, the secondary user uses AIC technique and reserves
some subcarriers for interference cancellation. The amount of
cancellation depends on the number of reserved subcarriers.
However, increasing the number of cancellation subcarriers
reduces the number of effective data subcarriers and hence
reduces the bandwidth efficiency. Thus there is a trade off
between OOBR reduction and bandwidth efficiency. In section
III-A of the paper, we quantify this effect through simulations.

B. Multiple PU bands

In this scenario, we assume multiple narrow bands that are
relatively small in comparison to the total available bandwidth
of the cognitive system. This scenario is of interest, when the
bandwidth of primary user is very small in comparison to
the total bandwidth of the cognitive system e.g. A cognitive
system can use upto three consecutive channels (18 MHz) in
IEEE 802.22 standard [16]. In comparison to this cognitive
system, a wireless microphone occupying a bandwidth of 200
kHz is a narrowband system. According to FCC regulations,
wireless microphones can operate in both unlicensed and
licensed modes [18]. When operating in licensed mode, these
devices need to be protected from secondary user’s transmis-
sions. Since multiple wireless microphones can appear within
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single SU band, the scenario is termed as multiple PU band
scenario. To the best of our knowledge, multiple narrow PU
bands scenario has not been explored much in the literature. In
multiple narrow PU bands, we need to minimize interference
caused by active data carriers at multiple band locations. Since
in AIC technique, each PU band needs cancellation carriers at
its edges, so for M primary bands within OFDM spectrum,
we need M ∗ 2 ∗ c cancellation carriers, where c is the
number of cancellation carriers (CCs) used on each PU band
edge. The effective number of data carriers available for SU’s
transmission, therefore reduces to N−M ∗2∗c−

∑M
i=1(Ni) in

comparison to N −2∗ c−NP for single PU band case, where
NP denotes the number of subcarriers corresponding to the
bandwidth occupied by PU in single band case and Ni denotes
the number of subcarriers corresponding to the bandwidth
occupied by ith PU band. This in turn reduces the bandwidth
efficiency of the cognitive system. To quantify the effect of
number of CC’s on bandwidth efficiency and interference
reduction, simulations are performed in MATLAB. The results
of these simulations are discussed in the next section.

III. SIMULATION RESULTS AND DISCUSSION

In this paper, we study the performance of Active Interfer-
ence Cancellation (AIC) Technique through simulations per-
formed in MATLAB. We assume an OFDM based Cognitive
radio with 512 subcarriers. A cyclic prefix of length 64 is
added to each OFDM symbol. The data subcarriers are modu-
lated by BPSK symbols and the subcarriers in PU band(s) are
deactivated. Thus the power spectral density observed in the
PU band, is only due to other subcarriers and is a measure of
Out Of Band Radiation (OOBR). This is termed as interference
level / interference power in our study. An upsampling factor
of 16 is used to find the spectrum in the PU band. The
performance of the AIC technique is studied in two different
scenarios.

A. Single PU band case

We consider three different widths spanning over 8,16 and
32 subcarriers, for single PU band detected within the OFDM
band. The effectiveness of AIC technique in reducing the
OOBR is tested by increasing the number of cancellation
carriers from one to 15 on either side of the PU band. Fig.
4 shows the variation of interference level in the PU band
with the number of cancellation carriers used, for different
widths of the PU band. It is clear from Fig. 4 that the
interference level in the PU band decreases with increase in
number of cancellation carriers. However, increasing number
of cancellation carriers leads to a decrease in the number of
effective data carriers and hence decreases the throughput /
bandwidth efficiency, thereby defeating the main objective of
cognitive radios. It can also be observed from Fig. 4 that there
is more reduction in narrow PU band than a wider one, if the
number of cancellation carriers used is more than five. This
difference is much larger for higher number of CCs used (say
ten or more). This difference is attributed to the fact that the
optimized weights of cancellation carriers are computed under
a power constraint to overcome the spectrum overshoot near
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the PU band edges ( as discussed in Section 2). Thus for a
fixed number of cancellation carriers, interference cancellation
can take place in a better manner for a narrower PU band than
a wider one.

B. Multiple PU bands case

In this case, we first consider 4 primary bands, separated
equally from each other, and each of them spanning over a
width of 8 subcarriers. Thus the total width of the multiple
bands is equal to the single primary band of Section III-A.
All other parameters are kept same as in single PU band
case. Fig. 5 depicts a comparison of interference levels of
a single PU band and each of the four multiple PU bands.
It is clear that interference level in each of the multiple PU
band is almost same and is thus independent of the position
of detected PU band. However, the reduction in multiple
PU bands is less in comparison to single PU band case
especially for larger number of cancellation carriers (CC >10
). This is attributed to the fact that increasing the number of
cancellation carriers brings the CC of one PU band closer
to the other PU band thereby hindering its interference
cancellation capability. Further it is also observed from Fig. 5
that there is almost no improvement in interference reduction
for multiple PU band case as the number of CCs is increased
beyond 7.
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1) Effect of increasing number of PU bands: In this case,
we see the variation in interference power by changing the
number of detected PU bands within the OFDM spectrum.
We compare the interference reduction as the number of PU
bands is varied from 2 to 6. Each of these bands spans over a
width of 32 subcarriers. Fig. 6 depicts a comparison of average
interference power as the number PU bands is increased from
2 to 6. It is clear that the reduction of interference power
in the detected PU bands decreases as the number of PU
bands within OFDM spectrum increases. Thus interference
cancellation behavior of AIC technique shows a decreasing
trend as the number of detected PU bands increases from
one to multiple PU bands. This is attributed to the fact that,
increasing number of PU bands, reduces inter-PU band spacing
and hence CC signals transmitted for one PU band may
interfere with the other band, thereby increasing OOBR in
that band.

2) Effect of inter PU band spacing: In this case, we
simulate the effect of changing spacing between the detected
PU bands. We consider three PU bands each of width 8
subcarriers detected within the OFDM spectrum. In this study,
we have taken three inter PU band spacings-100, 75 and
50 subcarrier spacings. Effect of inter PU band spacing on
interference reduction is shown in Fig. 7. It is clear from
the figure that the interference reduction behaviour of AIC
technique shows an upward trend as the spacing between PU
bands is decreased. This is more pronounced for larger number
of CCs. This can again be attributed to the fact that signals
carried by CCs for one PU band cause interference to the
other nearby PU bands. Thus as the inter PU band spacing is
reduced, there is less suppression in the OOBR.

C. Bandwidth Efficiency

AIC technique uses c cancellation carriers on either side of
PU band. Assuming there are M narrow PU bands present in
the OFDM spectrum of B Hz, the number of effective data
carriers is N − 2M ∗ c. In contrast to the discussion given in
section II-B, we include the subcarriers coinciding with the
PU band(s), because these subcarriers are also used for data
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transmission. Thus the Useful Bandwidth for transmission is
given by

Bu = (N − 2 ∗M ∗ c) ∗ B
N

(13)

where B/N is bandwidth per subcarrier. Therefore bandwidth
efficiency is given by

ηb =
Useful Bandwidth

Total Available Bandwidth

Using equation (13)

ηb = {1−
(2 ∗M ∗ c)

N
} (14)

It is clear from Eqn (14) that the bandwidth efficiency depends
on the number of PU bands, cancellation carriers and the
number of subcarriers in the OFDM band. In the simulations,
we fixed the number of CCs on either edge of PU band as 10.
A plot of bandwidth efficiency for different values of PU bands
(M) and subcarriers is shown in Fig. 8. It is clear from the
Fig. 8 that there is a linear decrease in bandwidth efficiency
with the number of detected PU bands. We have computed
the results for three values of N i.e. 128, 256 & 512. It is
clear from Fig. 8 that for a single PU band (i.e. M = 1),
there is not appreciable increase in bandwidth efficiency as
the value of N is increased from 128 to 512. Since the higher
values of N increase the signal processing, it is better to use
lower values of N (say N = 128 in our case), for single PU
band. For multiple PU band case (i.e.M > 1) there is an
appreciable increase in bandwidth efficiency in comparison to
single band case (M = 1), especially for higher values of
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M. For example, in our simulation scenario, the bandwidth
efficiency increases by about 12% and 34% for M = 1 &
M = 2 cases respectively, as N is increased from 128 to 512.
This is depicted in Fig. 8. Thus for multiple PU band case, it
is better to use more number of subcarriers (e.g. N = 512)
to increase the bandwidth efficiency. This however, requires
more signal processing and adds to the system complexity.

IV. CONCLUSION

OFDM based Cognitive radios suffer from high Out Of
Band Radiation (OOBR) problem. Active interference can-
cellation (AIC) technique based on cancellation carriers, is
one of the popular techniques to reduce OOBR. In this paper,
we study the performance of this technique for single wide
primary user band and multiple narrow primary user bands.
For single wide primary band, the performance is compared
for the cases of unconstrained and constrained computation
of cancellation carrier weights. It is seen that, unconstrained
computation of the weights leads to large OOBR reduction
in the primary band. However, it causes spectrum overshoots
in the vicinity of primary user band. A reduction of about
60dB with an overshoot of about 20 dB is obtained for three
cancellation carriers on either side of PU band. Constrained
computation of these weights, although removes the spectrum
overshoot problem but offers much lesser reduction of about
40 dB for three cancellation carriers. Further, for single
primary user band, the reduction increases with the increase
in number of cancellation carriers. This however, reduces
the bandwidth efficiency as the cancellation carriers do not
transmit any useful data. It is also seen that OOBR reduction in
wider primary bands is less in comparison to narrow primary
bands for the same number of cancellation carriers. In multiple
primary user bands, it is seen that much lesser reduction is
achieved in comparison to the single band case for the same
number of cancellation carriers. We study the effect of inter
primary band spacing and the number of detected primary
bands on the OOBR reduction and on the bandwidth efficiency.
It is seen that there is a decrease in OOBR reduction, if
the detected primary bands are closer to each other. Further
it is observed that, larger the number of detected primary
bands in the OFDM band, lesser is the OOBR reduction. This
deterioration in performance of AIC technique for multiband
case occurs due to closeness of cancellation carriers to primary
bands other than their desired band. It is also observed that,
there is a decrease in bandwidth efficiency with the increase
in number of primary bands and with the increase in number
of cancellation carriers. However, increasing the number of
subcarriers in the given OFDM band has a positive effect on
the bandwidth efficiency. Thus it can be used to compensate
for the bandwidth efficiency loss in case of large number of
primary bands but at the cost of more signal processing.
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Modeling of the Contact Center Agent‘s Work
Erik Chromy and Matej Kavacky

Abstract—The paper deals with the optimal sizing of the
contact center. The most important part of the contact centers
are their agents, therefore the modeling of their working time
is also important. In the case of parameter which describes the
number of handled calls during the peak hour also the other
factors should be taken into account, such as time for hygienic
break and time for other activities after serving of the customer.
Such modified parameter can be used in Erlang C equation for
calculation of optimal number of the contact center agents.

Keywords—Call center, Erlang C, Quality of Service.

I. INTRODUCTION

The contact center is dynamic technical system designed
for efficient interconnection of users with request for service
with operator or with systems capable of meet those needs.
The principle is as follows - calling customer should be
handled by one or more agents of the contact center. Every
agent is trained and supported by corresponding information-
telecommunication system [1]–[7].

In terms of commercial success of the contact center opera-
tors, it is important to serve customers as soon as possible and
give them as much information. The main objective is to avoid
that the calling customer will lost patience by long waiting
and thereby avoid any unnecessary loss of interest of client
for service. Contact centers are widely used in many areas:
telecom operators, banking, insurance, government, education,
health, tourism, etc.

The contact center consists of multiple technical compo-
nents, such as:

• Private Branch eXchange (PBX), with Automatic Call
Distribution (ACD) function,

• System management – system for evaluation of handled
calls and monitoring of the contact center operation,

• Interactive Voice Response (IVR) [8],
• Computer Telephony Integration (CTI) [9],
• Recording system – not only for recording of the speech

interaction, but also recording of agent‘s screen sequence
during serving of the customer,

• Campaign manager – generates outbound calls based on
customer requirement and also allows to make calling
campaigns,
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Fig. 1. Technical components of contact center

• Workplace of agent and supervisor,
• email server and
• web server.

II. AUTOMATIC CALL DISTRIBUTION

ACD is the basic program equipment necessary for contact
center operation. It offers sophisticated and various functions
of call routing, creation of queues and control of agent‘s
productivity.

The task of call routing is to interconnect the calling
customer with agent. Multiple important parameters should
be taken into account for call routing:

• service request of the calling customer,
• profile of the agent,
• state of the agent (busy or idle),
• state of the waiting queue (number of waiting callers,

average waiting time),
• system load in real-time and
• alternative resource (in case of overload).

A. Waiting Queue

The contact center represents the efficient resource usage.
Therefore it is necessary to count with the situation, that in the
time of call no suitable idle agent is available for the caller.

The PBX enqueues incoming calls. The required service is
determined (choice of the caller in the IVR) and based on this
the call is routed tothe queue for identified service. Call in the
queue behaves according FIFO (First In First Out) rule. The
special case occurs when the caller is marked as special. In
this case the call is placed to the beginning of the queue.

Calls remain in the queue until:

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 3 (2016)

129doi: 10.11601/ijates.v5i3.174



• agent of the called group will become idle, or
• expiration of the optional time interval intended for caller

waiting (set by manager of the contact center), or
• cancellation of call by the caller.

III. QUALITATIVE PARAMETERS OF THE CONTACT
CENTER

Quality of Services (QoS) parameters important from cus-
tomer‘s view:

• time spent for waiting for available agent,
• maximal waiting time for available agent,
• service time of request (communication with agent).

For the customer it is also important:

• to be handled by qualified agent,
• to be handled by one agent (call transfer between multiple

agents is not suitable solution).

The setting of optimal number of agents is the important
task for contact center manager. Therefore, he should to
determine the number of agents such that customers will be
satisfied with service and at the same time agents will serve
the maximum customers during working time.

Following QoS parameters are important for determining
the optimal number of agents [11] from the contact center
manager point of view:

• the average number of calls during busy hour,
• the average number of calls waiting in the queue,
• the average waiting time of customer in the queue [10],

[12], [14], [15],
• the average service time of customer by agent (this value

should be decreased during contact center operation) [13],
• set of maximum waiting time of the customer for serving

by agent,
• determine of percentage of incoming calls that should be

connected with agent within specified time,
• the probability that all agents are occupied when customer

is calling,
• the agent utilization (for determining the number of

minutes when agent is active during busy hour).

IV. ESTIMATION OF THE OPTIMAL NUMBER OF AGENTS
THROUGH ERLANG C EQUATION

We can assume following parameters:

• upper bound for request enqueue: PC (manager will set
the probability when all agents will be occupied),

• number of requests the agent can serve during busy hour:
µ,

• number of requests that are output of IVR system and
are entering the service process: λ .

Erlang C equation [16]–[20] can be then stated in following
form:

PC(m,
λ

µ
) =

m

(
λ

µ

)m
m!

(
m− λ

µ

)

m−1∑
i=0

(
λ

µ

)i
i!

+

m

λ
µ

m

m!

m−
λ

µ



. (1)

From this equation (1) we can calculate the final number of
agents m by iteration.

The number of agents m can be calculated also through
equation (2) if another parameters are defined:

• Grade of Service (GoS): percentage of requests received
for serving by agent until defined time AWT (Acceptable
Waiting Time),

• AWT: maximal time which the request can spent in queue
for available agent for defined GoS percentage.

GoS = 1− PC · e
−µ

m−
λ

µ

AWT

. (2)

By modification of equation (2) we have equation (3), which
states the required number of contact center agents:

m =

AWT · λ− ln

(
1−GoS

PC

)
AWT · µ

. (3)

Based on such stated number of agents m it is possible to
calculate another QoS parameters of the contact center from
Erlang C equation:

• occupancy of one agent in serving group:

ρ =
λ

m · µ
, (4)

• average waiting time in serving group queue:

W =
PC

µ

(
m− λ

µ

) , (5)

• average number requests in service time queue:

Q = λ.W =
λ

µ

(
m− λ

µ

) · PC , (6)

• average number of requests in service time system:

N =
λ

µ
+Q =

λ

µ
+

λ

µ

(
m− λ

µ

) · PC , (7)

• average time which request will spent in service time
system:
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T =
N

λ
=

1

µ
+W =

1

µ
+

PC

µ

(
m− λ

µ

) . (8)

V. MODELING OF THE WORKING TIME OF CONTACT
CENTER AGENT

In the case of activity of contact center agent we can think
about two notions: idle time and administrative work.

The notion idle time in the contact center system represents
time dedicated for example for hygienic break. The contact
center manager can set IT minutes of working hour for such
idle time. Idle times have also impact on contact center sizing.
The modeling of the idle time can be done in two ways:

A. Idle Time – Shortening of the Average Service Time

If we want to preserve the original value of parameter µ
(as we assume in chapter 4), representing average number
of handled calls during busy hour, then we have to change
average service time required for serving of one request (based
on given parameter IT - in minutes).

Then for average service rate of one request the following
equation must be valid:

1

µIT
=

1

µ
−

IT
60
µ

=
60− IT
60 · µ

, (9)

where 1/µIT represents average time (in hours) in which the
request must be handled while the original value of parameter
µ must be preserved. It means faster service time and also
following inequality must apply:

1

µIT
<

1

µ
. (10)

If the shortening of average service time is not suitable,
then the number of handled calls during busy hour must be
modified (decreased).

B. Idle Time – Handled Calls Decreasing

It is necessary to decrease the number of requests the one
agent can serve during busy hour. It leads to increased number
of agents required for serving calls. In this way the average
service time of one request is not changed.

If we will assume with idle times of agent, then we must
use new parameter 1/µIT in our calculations:

µIT =
60− IT

60

µ

=
µ(60− IT )

60
. (11)

This way of calculation of optimal number of agents in
contact center is preferable, because the service time is not
shortened.

C. Administrative Work

The notion administrative work in contact center system
represents activities the agent must done after every handled
call. It means that customer can have request during call which
the agent must handle right after the call (e.g. search for
invoice or detailed record list, send e-mail, etc.). But such
activity has negative impact on number of handled calls during
work time of agent.

It is obvious that such activity is not required after every
call, but after only percentage of calls. Therefore in the
modeling of contact center processes we should also this
parameter take into account. This parameter will be denoted
as aW . We must also set how much time (in minutes) the
agent require for such activity in average. This parameter will
be denoted as TaW (in minutes). Assumption of administrative
work means that the average service time of one request for
one agent will be extended (according to values of parameters
aW and TaW ).

The parameter TaW can have values in the range <0, 1>.
• 0: it means that administrative work is not assumed,
• 1: it means that administrative work is assumed for every

call.
Therefore, if we assume administrative work it is necessary

to modify (before modeling) the original value of parameter µ
(resp. 1/µ), which represents number of handled calls during
busy hour and in calculations we must use new parameter
µaW :

1

µaW
=

1 +
µ · aW · TaW

60
µ

, (12)

where, 1/µaW represents average service time of call (in hours)
while assuming parameters aW and TaW .

Then the following inequality will be valid:

1

µaW
>

1

µ
. (13)

The inequality (13) leads to increased number of agents
required for handling calls.

Based on above assumptions we can write the final equation
(14), which takes into account the idle times and administrative
work of agent µIT+aW and modifies the original parameter µ,
(resp. 1/µ ) into following form:

µIT+aW =

µ

1 +
µ · aW · TaW

60

· (60− IT )

60
=

=
µ (60− IT )

60 + µ · aW · TaW
.

(14)

Also the following inequality will be valid:

µ > µIT+aW . (15)

From equation (15) we can see that if we will assume
the idle times and administrative work of agent, the average
number of handled calls during busy hour will be lower than in
the case when not assuming the idle times and administrative
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work. Such assumption and the use of new parameter µIT+aW
in calculations of the optimal number of agents leads to
increased number of the required agents.

If we will assume the idle time and administrative work,
then we can use Erlang C equation and equation for calculation
of required number of agents based on GoS parameter in
following modifications:

• determine the optimal number of agents using the Erlang
C equation:

PC

(
m,

λ

µIT+aW

)
=

m

(
λ

µIT+aW

)m
m!

(
m− λ

µIT+aW

)
m−1∑
i=0

(
λ

µIT+aW

)i
i! +

m

(
λ

µIT+aW

)m
m!

(
m− λ

µIT+aW

)
,

(16)
• determine the optimal number of agents using Erlang C

equation when the parameter GoS is known:

m =

AWT · λ− ln

(
1−GoS

PC

)
AWT · µIT+aW

. (17)

VI. CONCLUSION

In the paper we presented possibilities of modeling of
working time of the contact center agent. The parameter of
service time of customer we have extended with two more
parameters. We took into account the idle time and time for
administrative work. Based on this consideration we derived
the modification of Erlang C equation for determine the
optimal number of the contact center agents.
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1
Abstract—properties of Silicon Carbide Junction Field Effect 

Transistor (SiC JFET) such as high switching speed, low 

forward voltage drop and high temperature operation have 

attracted the interest of power electronic researchers and 

technologists, who for many years developed devices based on 

Silicon (Si).  A number of power system Engineers have made 

efforts to develop more robust equipment including circuits or 

modules with higher power density. However, it was realized 

that several available power semiconductor devices were 

approaching theoretical limits offered by Si material with 

respect to capability to block high voltage, provide low on-state 

voltage drop and switch at high frequencies. This paper 

presents an overview of the current applications of SiC JFET in 

circuits such as inverters, rectifiers and amplifiers. Other areas 

of application reviewed include; usage of the SiC JFET in pulse 

signal circuits and boost converters. Efforts directed toward 

mitigating the observed increase in electromagnetic 

interference were also discussed. It also presented some areas 

for further research, such as having more applications of SiC 

JFET in harsh, high temperature environment. More work is 

needed with regards to SiC JFET drivers so as to ensure stable 

and reliable operation, and reduction in the prices of SiC 

JFETs through mass production by industries. 

 
Keywords— Amplifier, Boost Converter, Electromagnetic 

Interference, Inverter, JFET, Rectifier, SiC JFET, Silicon 

Carbide. 

I. INTRODUCTION 

Initial efforts to develop silicon carbide Junction Field Effect 

Transistor (SiC JFET) was in the early 1990s. However, the 

device’ relatively low transconductance, low channel 

mobility and challenging fabrication process were its major 

drawback.  Subsequently, by mid-2000s, after further 

research and improvement, the first prototype SiC JFET was 

produced [1]. SiC JFET has attractive properties such as high 

switching speed, low forward voltage drop and high  
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temperature operation, which have drawn the attention of 

power electronics research community, who for decades 

developed devices based on silicon (Si). More so, many 

power system Engineers have been searching for alternative 

solutions to silicon devices in order to develop more robust 

equipment that requires higher power density circuits and 
modules. It was observed that several available power 

electronic devices offered by semiconductor materials were 

approaching their ideal performance limits with respect to 

capability to block high voltage, provision of low on-state 

voltage drop and high switching frequencies. The most 

promising approach was to replace Si in the fabrication of 

power semiconductor devices with a wider bandgap material 

with acceptable bulk mobility, such as SiC and gallium 

nitride (GaN). In this context, SiC offers great potential for 

the realization of high power devices owing to its attractive 

properties. When compared with Si materials they have ten 
times higher breakdown electric field; three times wider 

band gap - about 3 eV at 27 0C and higher thermal 

conductivity; and  two times higher saturation velocity [2], 

[3]. In addition, intrinsic charge carrier concentration of SiC 

material is lower than the corresponding value for Si which 

is principally attributed to the wide band-gap of SiC [4]- [9]. 

Among the several polymorph of SiC, 4H- and 6H-SiC have 

gained the attention of researchers [4], [9], however, 4H-SiC 

is the most commonly used in the fabrication of SiC JFET 

due its preferred channel charge mobility [10].  

Meanwhile, modeling of the JFET has received 

significant attention by researchers [2], and most of these 
models are derivatives of the Schockley’s equation, shown in 

(1) [11]; DSI is the drain current, DSSI  is drain current at 

saturation when pinch-off voltage, PV  is attained. The gate-

to-source voltage GSV , is the controlling quantity, while DSI  

is the controlled quantity:  

 

2

1 GS
DS DSS

P

V
I I

V

 
  

 
. (1) 

Device property is parameterized by thickness, length, 

width and doping concentration of channel and charge 

mobility. And there is a need to extensively evaluate JFETs 
physical models, in terms of their behaviour with 

temperature, transfer and output characteristics, and changes 

in channel length [10]. The V-I characteristics of SiC JFET 

can effectively be modeled by the same model developed for 

long-channel silicon devices. This is true, although, SiC has 

wider band gap than Si and possesses multiple-donor levels, 

thus making the relationship between the impurity 
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concentration and the carrier density complex [12]. From 

[12], the drain current of SiC JFET is given by (2) as: 
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where: 

W  width of channel 

L  length of channel 

biV  built-in voltage of the gate-channel junction 

PV  pinch-off voltage 

'
PI  normalized pinch-off current 

  channel length modulation parameter 

Built-in voltage of the gate-channel junction biV is a function 

of the temperature T , doping densities in the P+-gate 

AN and n-channel DN , and intrinsic carrier density in . The 

relationship is as shown in (3): 
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where K and q are Boltzmann and electron charge constants 

respectively. Whereas, the pinch-off voltage, given in (4) 

depends on the depth of channel D and permittivity of the 

channel s . 
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Normalized pinch-off current is represented by (5) as: 
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where n  and n are the ionized carrier density in the channel 

and carrier mobility.  

Fig. 1 shows the cross section of SiC JFET. The types 

and structures of the JFET is thoroughly discussed in [1], 

[13], and from which Fig. 2 showing a SiC JFET family tree 

was drawn. Operating principle of the power JFET is 

modulation of the channel depletion region through the 

applied gate-to-source voltage. If the gate-to-source 

voltage, GSV  is higher than the gate threshold voltage, the 

JFET begins to conduct and a current can be established in 

the channel. The gate threshold voltage is the boundary 

 

 
Fig. 1: A cross sectional view of SiC JFET, which was jointly developed by 

KEK and Sun-A corporation. The device is assembled on a 58 mm x 36 mm 

copper based plate and have the height of 7 mm. The size of the die is 4.16 

mm x 4.16 mm, which was manufactured by SiCED (Germany) [67] 

 

 
Fig. 2: SiC JFET family tree, available structures are Silicon Carbide Lateral 

Channel Junction Field Effect Transistor (SiC LCJFET), Silicon Carbide 

Vertical   Trench Junction Field Effect Transistor (SiC VTJFET) - 

comprising of Enhancement-Mode Vertical Trench Junction Field Effect 

Transistor (EMVTJFET) and Depletion Mode Vertical Trench Junction 

Field Effect Transistor (DMVTJFET); Buried Grid Junction Field Effect 

Transistor (BG JFET), and Double Gate Vertical Trench Junction Field 

Effect Transistor (DG VTJFET) 

 

between the conduction and the blocking area [13] with the 

drain current depending on the amount of the voltage barrier 

occurring in the channel [14]. 

In this paper an overview of published SiC JFET based 

circuit applications and evaluations is presented in 

Section II. While Section III highlights current challenges 

and suggested areas for future research with respect to SiC 

devices. Finally, conclusions reached are reported in 

Section IV. 
 

II. OVERVIEW OF SIC APPLICATION 

A. SiC JFET Application in Rectifiers and Amplifiers 
Circuits 

Hybrid rectifiers made from Junction Barrier Schottky 

(JBS) rectifier and Trench JFET Schottky rectifier (TJFET), 
which combines the merits of Schottky rectifiers otherwise 

known as hot carrier diode with the advantages of PiN diode 

rectifiers was presented in [15]. The merits of Schottky 

rectifiers are better on-state and switching performance 

owing to the unipolar nature of Schottky diode, hence, no 

charges are stored and no depletion layer is formed. On the 

other hand, merits of PiN diode rectifiers are superior reverse 

leakage and breakdown characteristics, which are due to its 

intrinsic semiconductor layer leading to a decrease in the 

capacitance of the P-N region.   

Furthermore, [15] measured and optimize the 

conductivity modulation in the hybrid rectifier. Analysis and 
characterization of the dynamic behaviour of a cascade 

rectifier base on normally-ON (N-ON) SiC JFET were 

carried out in [16]. Here the authors compared Si MOSFET 

and SiC JFET based rectifiers with Si rectifier and front-end 

rectifier, using boost converter incorporating power factor 

corrector (PFC)-used for generating ac output signals 

connectable to one or more loads, such as capacitive loads. It 

concluded that the SiC JFET based rectifier behaved poorer 

than the Si ultrafast diode rectifiers, in terms of reverse 

recovering time and current. But the recovering time of SiC 

JFET is lower than that of Si MOSFET, thus making SiC 
JFET more suitable for high speed rectification and 

bidirectional switch applications. Similar conclusions were 

reached by authors in [17], who characterized the reverse 
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conduction characteristics of normally-off SiC JFET using 

diode techniques.  

A 30V supply precision operational amplifier (op-amp) 

designed to support industrial, instrumentation, and other 

application was realized using Auto-zeroing and chopping in 

[18] employing JFETs and Bipolar Junction Transistors 

(BJTs), with performance less than that of complementary 

metal oxide semiconductor field effect transistor (CMOS). 

CMOS based precision amplifier was superior because of 
cheaper wafer prices, reduced offset voltage, and so on. A 

transimpedance amplifier (TIA) based low-noise, wideband 

amplifier used in detecting 1064mm laser generated noise in 

quantum optical experiment was reported in [19]. The TIA, 

which conceptually, is a current-to –voltage converter and 

most frequently implemented using operational amplifier, 

performed better than single-junction field effect transistor 

based amplifier. Additionally, the design, development and 

characterization of a high gain RF amplifier for very low 

frequency receiver application using JFET and op-amp was 

presented in [20]. At 19.8 kHz, the design criteria was 
satisfied with a satisfactory gain of 46.003dB. Moreover, 

evaluation of the capability of a SiC JFETs for an induction 

synchrotron has been carried out. The device was operated 

with a repetition rate of 1 MHz, a drain–source voltage of 1 

kV, and a drain current of 50 A in burst mode [21]. A 

synchrotron is a cyclic particle accelerator capable of 

generating extremely powerful x-rays. A presentation of 

experimental and simulation results involving an ac solid 

state variable current limiter circuit using 1200V SiC JFETs 

as an additional current limiting circuit for high power 

amplifiers to test power factor correction circuit was given in 
[22]. 

B. SiC JFET Application in Pulse Signal circuit  

It was noted in [23] that SiC depletion mode JFET are 

well suited for pulse power applications as an opening 

switch due to their normally-ON nature. Also, the maximum 

avalanche energy of the device under repetitive condition 

was determined. The approached employed involves driving 

the N-ON SiC JFET has a nominal rating of 1200V/13A into 

punchthrough breakdown by using UIS circuit. Whereas 

development and description of a two-channel time-delay 

pulse signal generator was presented in [24]. According to 

[25], SiC JFET has been evaluated on an optimized double 

pulse circuit, where it shows switching energies four times 

lower than it equivalent Silicon Insulated Gate Bipolar 

Transistor (Si IGBT). Moreover, the performance 

characteristics along with the switching behaviour of a large 

area 6500V normally off JFETs and JBS diodes using double 

pulse testing at 3000V/11A with an inductive load was 

reported in [26], which is higher than the single 3300V 

application reported in [27]. However, the use of JBS diode 

was eliminated in [28], where a normally-off (N-OFF) SiC 

JFET was operated in cascode with a Si IGBT to unify the 

gate driver voltage and increase the switching speed of the 

JFET. This configuration was necessitated by the 

incompatibility of gate drive voltage of JFET and IGBT 

based FREEDM-pair, which increases the complexity and 

cost of the circuit. A balancing circuit that results in faster 

switching transients and higher operating pulse current was 

presented in [29]. It also reported an R-C network, which 

enhances the dynamic behaviour of the supercascode of SiC 

JFET/Si MOSFET. More so, SiC JFET/Si MOSFET cascade 

control methods was reported in [30]. 

C. SiC JFET in and Electromagnetic Interference 
Consideration 

In [31], it was noticed that SiC based devices leads to an 

increased electromagnetic interference (EMI) production 

level. In addition, according to [31] SiC based circuits can 

record switching loss decrease of up to 70% in a comparison 
with the switching losses of Si, Si-SiC and SiC device 

combinations. It can pave way for the application of SiC 

JFET in low-voltage industrial variable-speed drives of 1200 

V SiC-based devices, currently dominated by Si IGBTs and 

diodes. The authors in [32] reported the development of the 

popular 1200V/30A SiC JFET module using a half bridge 

topology. It consist of three-single SiC JFET chips 

connected in series with two parallel low voltage P-

MOSFETs. This configuration help to overcome the 

normally-on problem of JFETs, which leads to loss of 

control and undesired conduction of switches. Furthermore, 

this may lead to shoot through current damaging the power 
system. This topology also makes them suitable in efficiency 

sensitive sections of renewable energy and uninterrupted 

power supply systems.  

However, a non-contact signal transfer mechanism for 

transferring multiple signals over a rotational interface 

through electromagnetic means was described in [33]. The 

mechanism is built for space crafts. The work reported in 

[34], dealt with electromagnetic interference in a SiC JFET 

inverter. It proposed integrating small-value common-mode 

(CM) capacitors into the inverter so as to minimize EMI. A 

reduction in the CM conducted emissions was noticed, 
though, this approach resulted in slight increase in the 

system losses, system size, and poorer switching waveforms. 

Meanwhile, [35] proposed a method of characterizing 

interelectrode capacitances, which will allow for effective 

study of SiC JFET switching waveform during interelectrode 

capacitance evolution. The operating range of the JFET was 

optimized so as to achieve uniform gain during amplitude 

modulation. It benefits and limitations were discussed for 

space craft application. On the other hand, dv/dt control 

methods for a SiC JFET/Si MOSFET cascade aimed at 

avoiding the impairment to electromagnetic compatibility, 

which could result from the transient for hard commutation 
reaching values up to 45 KV/µs, when there is no control 

was reported in [30].  

D. SiC JFET Application in Inverter and Boost Converter 

Circuit 

A 10kW three phase (3 - ) bidirectional on-board battery 
charger for use as a vehicle to grid (V2G) interface in 

electric vehicles was reported in [36]. It incorporated a 
1200V SiC JFET, which enables the device operation at high 

voltage in the dc link and high switching frequency ranging 

between 50-150 kHz, while an IGBT boost converter serves 

as interface to the grid. Moreover, an evaluation of a high 

frequency boost converter module was reported in [37]. 

Whereas, in [38], a step-up oscillator configuration using a  

piezoelectric transformer and a JFET capable of enabling a 

boost dc/dc converter the moment the start-up circuit outputs 

enough voltage. The design of a 40kVA inverter, with an 

efficiency, greater than 99.5% using Si JFET was presented 

in [39]. The implementation involved ten 85 mΩ N-ON 
JFET in parallel, in each switch position, this will reduce 
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conduction losses. The inverter performs better than Si IGBT 

based inverter.  

An experimental demonstration of the use of vertical SiC 

JFET in an inverter leg without external free-wheeling 

diodes was shown in [13]. This was achieved by taking 

advantage of the reverse conduction capability of the device. 

A presentation of a 3 KVA 1220v/6A with switching speed 

of 200 KHz all-SiC JFET current source converter, with 

reduced size and weight in comparison with its Si MOSFET 
equivalence was reported in [40]. In presenting a dc/dc boost 

converter, the authors in [6] compared N-ON JFET devices 

having a threshold voltage of 50v and -10v with BJT devices 

with a view of extracting the maximum performance of the 

devices and thereafter, choosing the optimal driving 

condition. It concluded that the conduction losses of both 

types of devices is not a function of the switching frequency. 

Whereas the driver loss of the BJTs seem not to be 

dependent on the switching frequency, the driver loss of 

JFET devices is proportional to the switching frequency. 

This comparison was repeated in a modular multilevel 
converter, where it was reported that SiC JFET can be used 

without anti-parallel diode. Hence, the body diode can be 

used during the switching transients to achieve an efficiency 

of up to 99.8%, which was achieved in a 300 MW 3.3 kV 1.2 

kA SiC JFET converter. However, the choice of no anti-

parallel diode is not available in Si MOSFET based devices 

[9].  

The better efficiency of JFET over BJT is partly due to 

BJT requirement of a continuous base current when collector 

current flows. This warrants the purchase of a supply 

transformer for base drive circuit [41], [42]. Moreover, the 
authors in [9] reported dc/dc converters made of SiC JFET 

and SiC MOSFET with the former possessing a slightly 

higher efficiency of 96% as against the 95.5% of the latter, 

with weak frequency dependency. However, a cascode of Si 

MOSFET and SiC JFET possesses an efficiency of 98% at 

frequency range of 400 kHz to 1 MHz. The high efficiency 

of SiC JFET is enhanced by the absence of the Miller effect 

since it operates in the common-gate configuration, hence 

lower switching losses. On the other hand, SiC MOSFET 

possesses lower efficiency due to higher on-state resistance 

and parasitic capacitance.  It is noted that a dc/dc boost 

converter steps up voltage while stepping down current from 
its supply to its load. It is a switch-mode power supply 

(SMPS) usually containing any of the following switches; 

MOSFET, IGBT or BJT.  Development and testing of high 

frequency, high efficiency inverter using a SiC JFET power 

module, shown in Fig. 3 was presented in [8]. Its approach 

was to employ a rugged negative voltage gate drive to 

overcome the N-ON issue associated with JFET devices and 

to avoid the bridge short-through during switching on and 

off. The developed circuit has a turn-on and turn-off times 

better than that of Si IGBT based inverter. Its efficiency was 

higher as well.  
Accordingly, the authors in [43] reported application of 

JFET in converters with operating temperature above 200 0C. 

Lateral depletion-mode 4H-SiC n-channel JFETs have been 

reported to have good performance at temperatures ≤ 600 0C, 

which can prove useful in environments such as fuel 

combustion chambers in vehicles, deep-well drilling, 

planetary instrumentations, and other harsh environments 

[44]. This was verified in [45] through demonstration of ICs 

based on 4H-SiC JFET integrating Hafnium ohmic contact 

with TaSi2 interconnect with SiO2 and SiN4 dielectric layer 
 

 

Fig. 3: SiC module based inverter circuits [8] 

 
based on 4H-SiC JFET integrating Hafnium ohmic contact 

with TaSi2 interconnect with SiO2 and SiN4 dielectric layer 

over about1 m scale topology designed to withstand 1000 

hours of stable electrical operation at 500 0C in the air. The 

research was extended further by testing the ICs at 727 0C, 

after 25 hours of operation little change in electrical 

properties was noticed due to a quick increase in device 

resistance [46]. However, when the IC die is attached to gold 
paste, it operated at 7000C for about 144 hours [47].  These 

results are higher than that of SiC MOSFET devices with 

operating temperature of about 2000C due to associated 

oxide interface problems [42]. In addition, SiC CMOS 

circuits tested to operate at 300 0C under probe and 540 0C 

when packaged was reported in [48]. 

E. SiC JFET Application in Short Circuit Detection 

A SiC JFET with an incorporated short circuit protection 

was reported in [49]. Here a short circuit detection is added 

to a typical driver design. Furthermore, the robustness of 

1200V N-ON SiC JFETs against short circuit were examined 

via experimental parametric analysis and 3-dimensional 

thermal model simulations in [50]. Merits of this report 

included presentation of a more accurate and realistic 

analysis of short circuits outside the power converter where a 

large stray inductance exists. 

F. SiC JFET Application in Circuit Breaker 

A new self-powered solid state circuit breaker (SSCB) 

concept using N-ON SiC JFET as the main static switch was 

presented in [53], [54]. When texting the suitability of SiC 

JFET with a N-ON recessed implanted gate vertical-channel 

feature for light triggered solid state circuit breaker with a 
1200 V rating, [55] carried out 2.4 million pulses hard switch 

at a repetition rate of 10Hz from a blocking voltage of 

1200 V to an on-state current of more than 13 times the rated 

current at 150 0C. A low inductance RLC circuit was used, in 

which stored energy in the capacitor is discharged in a 

resistor via SiC JFET. It was observed that the on-state 

conduction improved slightly, while blocking voltage remain 

the same. In principle, the SSCB is capable of interrupting 

current within a short duration, in the order of 10-6 s without 

arc formation and no voltage reversal is required. They are 

usually implemented with gate commutated turn-off 

thyristors and gate turn-off thyristors. The high on-state 
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losses of IGBT limits their usage in circuit breakers, 

although they have the ability of limiting current 

automatically [56]-[58]. This device uses power sourced 

from the short circuit faults to turn and hold off the SiC 

JFET device. Meanwhile, the authors in [59] analyzed a 

solid state circuit breaker incorporating an isolated dc/dc low 

power converter with fast-starting property serving as the 

protection driver. Here, short circuit is detected by sensing a 

rise in terminal voltage. The SiC JFET based system was 
able to repeatedly interrupt a fault current of up to 180A at a 

bus voltage of 400 VDC with an interruption time of 0.8µs.  

The performance of 1200 V SiC N-ON vertical JFET during 

unclamped inductive switching (UIS) scenario was 

investigated in [60] by performing UIS tests, a high stress 

test for characterizing the ruggedness of a device. This was 

used to observe the energy density. Maximum device 

temperature during UIS were subsequently forecasted 

through simulation. This also helped in understanding JFETs 

failure modes. A presentation of 3500V/15A power module 

based on SiC JFET and Schottky barrier diodes was given by 
[61]. The device showed a superior turn-on and turn-off of 

less than 15ns. It claims to be the first demonstration of SiC 

JFET power module at a voltage level greater than 3300 V. 

Meanwhile, a fully integrated six-pack power module 

consisting of four parallel SiC JFET and two anti-parallel 

Schottky diode with each module rated 1200 V 100 A, and 

having the capacity to withstand a temperature up to 2000C 

with on-state resistance of 55m . However, when 

implemented in a liquid cooled 3-Φ 5 kW inverter, having an 

efficiency of 98.5%, the coolant temperature was 950C. The 

authors also included a thermal shock test of the module 
assembly. 

G. Miscellaneous Application of SiC JFET  

Although SiC JFET is available primarily in 1200V, 

1700V also exists with a current rating of up to 48A. The on-

state resistance ranges from 45 – 127 mΩ at 27 0C, 

depending on whether it is N-ON- or N-OFF SiC JFET [1], 
[42], [51]. Moreover, the on-state resistance of 4H-SiC JFET 

may be up to 400 times lower than that of Si at a specific 

breakdown voltage. Thereby permitting its use in high 

current circuits with a comparatively lesser forward voltage 

drop [3]. The N-OFF SiC JFETs are more recent and 

desirable than N-ON SiC JFET [17].  

An input buffer with monolithic integrated JFET in 

standard Bipolar-CMOS-DMOS (BCD) technologies process 

was presented in [52]. It further made a comparison with a 

buffer having P-channel MOSFET. It was observed that the 

JFET buffer out performs its P-channel MOSFET 

counterpart in terms of its low-frequency input referred 
noise.  

An evaluation of the operation of depletion mode SiC 

JFET was carried out in [24] by developing a dc-dc step-

down converter with realistic operating conditions. Then, the 

functionality of the entire system was verified through 

measurements. An attempt was made to address the problem 

of high cost militating against the large scale production and 

adoption of SiC power devices in [62], through a proposition 

of a hybrid power module using SiC JFET in parallel with Si 

IGBT. By so doing, it combined the merits of both 

transistors. The hybrid power module has a superior 
cost/performance figures [37], [62].  

The effect of parasitic turn-on on a half-bridge with 

1700V N-ON SiC JFET-containing 32 pairs of chips in 

parallel were tested by [63], while the effect of ion, electron 

and neutron radiation on the electrical properties and thermal 

stability of 1700 n-type 4H-SiC epilayer used in fabricating 

devices such JFETs were examined by [64]. The effect on 

device properties were analyzed by capacitance deep level 

transient spectroscopy (DLTS), V-I curve and C-V profiling. 

It further described how to reduce the effect of parasitic turn-

on through a special gate-drive concept, combined with a 

low inductance design. Moreover, [65] presented three 
different ways of minimizing parasitic turn-on for a gate-

drive unit level circuitry. Of the three proposed solutions, the 

use of active current sources and clamping can substantially 

reduce losses. Furthermore, [66] reported a hybrid 

MOSFET-JFET concept aimed at suppressing Si MOSFET 

parasitic capacitance effect. Conceptually, parasitic 

capacitance or stray capacitance exists in sections of 

electronic circuitry owing to proximity of components to 

each other. Hence, there is a need to research on device 

packaging and component placement. Thus, a high power 

discrete SiC JFET package for accelerator application having 
a repletion rate of 1 MHz was developed and tested in [67]. 

III. CURRENT CHALLENGES AND AREAS FOR FUTURE 

There are still challenges that should be surmounted so as 

to unleash the full potentials of not just SiC JFET, but also of 

SiC MOSFET. This section of the paper highlights some of 

these and areas for future research. More work is needed so 

as to better appreciate the trade-off between SiC JFET 

switching losses and dv/dt – rate in the course of converter 

design [30]. Hence, further researches are needed in the area 

of electromagnetic interference mitigation when 
implementing SiC JFET in a switching circuit. Could the 

blocking voltage of SiC JFET be extended further? Future 

studies would provide the answer to this. More applications 

of SiC JFET in harsh, high temperature environment are 

expected in the future [1], [44], [68], however, according to 

[1] there is a need to research on the stability of the device in 

such environment, develop packages and other accessories 

that can stand such high temperature environment. For 

example, in a review of the development of 6H-SiC JFET by 

NASA for extreme temperature for application analog 

amplifier, digital logic gates ICs and amplifier circuits [12], 
reported the use of ceramic packages of Al2O3 and gold 

metallization. 

In spite of the work reported in [62], which attempted to 

address the high cost problem of SiC materials, SiC devices 

are still more expensive than Si devices.  Hence, there is the 

need to research more in the mass production of SiC JFET. 

Additionally, more work still needs to be done with regards 

to SiC JFET drivers so as to ensure stable and reliable 

operation. In order to fully exploit the potentials of SiC 

devices, researcher have went as far as developing SiC 

MOSFET.  Some of the examples of SiC MOSFET circuit 

application are reported in [69]-[73]. The future will see a lot 
of research in the fabrication of SiC MOSFET, such as 

studying the reliability and stability of the oxide layer over 

an extended period of time [1]. 

IV. CONCLUSION 

This review has highlighted the most advance 

applications of SiC JFET in the literature. Current challenges 

and areas for further research were discussed. More research 
is needed so as to facilitate the production of SiC JFET in 
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commercial quantity, this will bring down the prices in 

comparison with other switches like BJT and IGBT. 
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Admission Control Methods in IMS Networks
Erik Chromy, Matej Kavacky and Lubomir Dresto

Abstract—In this paper we present admission control methods
for IMS network. The task of RACS block is to accept or reject
new connection into the network. The main goal of the admission
control method is to ensure the Quality of Service not only for
new connection but also for already accepted connections. We
discuss and compare three admission control algorithms in the
paper from the qualitative parameters point of view.

Keywords—Admission Control, MBAC, IMS, Quality of Ser-
vice.

I. IP MULTIMEDIA SUBSYSTEM

IMS (IP Multimedia Subsystem) is a standardized NGN
(Next Generation Network) architecture for the telecom op-
erators in order to offer mobile and multimedia services
such as IPTV (Internet Protocol Television), VoIP (Voice
over Internet Protocol) and many others. The main goal
of IMS is the provision of new services as well as all
present and future services that can provide telecommunica-
tions network. Telecom operators can provide their services
to users regardless of their location, access technology and
terminals. To achieve these objectives, the IMS defines a
complete architecture that enables the convergence of voice,
video and data across the infrastructure based on IP protocol.
This system allows interoperability between mobile and IP
architecture, therefore the IMS system is independent of the
access technology that supports packet-switched network such
as GPRS (General Packet Radio Service), UMTS (Universal
Mobile Telecommunications System), CDMA2000 (Code Di-
vision Multiple Access 2000), WLAN (Wireless Local Area
Network), WiMAX (World Interoperability For Microwave
Access) and DSL (Digital Subscriber Line). The older tech-
nologies such as PSTN (Public Switched Telephone Network)
and GSM (Global System for Mobile Communications) are
supported through the gateways. The main characteristic of the
IMS architecture is the distribution of network infrastructure
to the separate functions with standardized interfaces.

An important control function of NGN plays the control
layer whose main goal is traffic routing, traffic acceptance or
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billing information provision. The control layer also controls
the user traffic transmitted through the RACS (Resource and
Admission Control Sub-system) component [1]-[4].

A. Resource and Admission Control Sub-system

RACS is the most important logical network element which
is intended to reserve resources, access control and support
for QoS (Quality of Service). RACS block is composed
of PDF (Policy Decision Function) and A-RACF (Access-
Resource and Admission Control Function) components. PDF
implement local rules on the use of resources, it is used
for example for overload protection of specific access media
element and A-RACF controls the QoS network parameters.

II. ADMISSION CONTROL METHODS

For the support of the real-time and multimedia applications,
the QoS must be guaranteed in the network. The result of ad-
mission control is to accept or reject an incoming connection.
The main criteria of admission control is to provide the QoS
for new connection while maintaining QoS of already accepted
connections [5]-[7].

AC methods can be divided into two categories: PBAC (Pa-
rameter Based Admission Control) and MBAC (Measurement
Based Admission Control).

PBAC methods are applicable on total traffic characteristics
such as for example peak transmission rate. Based on this
focus the method determines the required network resources
for all connections. MBAC methods focus on measurements of
the current network traffic. This method accepts connections
on the basis of measurements performed in the network [8].

The traffic characteristics of many applications are not
known. In the case of small knowledge of traffic parameters,
often the overstated bandwidth is allocated in order to ensure
the required QoS. This leads to under utilization of network
resources. Therefore the use of MBAC methods can ensure the
better utilization of network resources and effective provision
of the QoS.

The admission control is needed to accept new connec-
tions, respectively services. This control ensures QoS for the
transmitted data. By use of admission control methods, it is
possible to design a model of admission control that will
ensure a certain quality of service. Created models may be
used alone, or may be complementary (to achieve better QoS).
The admission control of incoming flows is the most important
step in order to ensure QoS. This control is provided by
AC (Admission Control) methods. A key function of the AC
methods is to estimate the anticipated bandwidth of incoming
connection and the analysis of the current utilization of the
network load, whereby it is possible to allocate a given
bandwidth for connection. AC methods are mostly used for
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services sensitive to delay and jitter, respectively for real-time
applications.

Various admission control methods have been proposed and
their difference lies mainly in various types of functionality
and method of implementation. Some AC methods are based
on mathematical calculations and statistical indexes and the
other on traffic measurements. To ensure required QoS the
AC methods should fulfill certain conditions:

• they should avoid delay by fast decision process,
• they should not affect already accepted connections and

ensure QoS of requesting connection,
• they should have simple implementation into the system,
• they should effective allocate required bandwidth to data

flows and efficient utilization of the link capacity.
• they should effective allocate required bandwidth to data

flows and efficient utilization of the link capacity.
The use of AC methods plays a key role particularly in

the field of access networks, which unlike the core networks
do not have such high transmission bandwidth. The actual
information about calculated bandwidth is sent to border
nodes, what produces unnecessary traffic in the core network.
Therefore the AC methods are applied in the access part of
the network [9].

A. MBAC Methods

The MBAC methods are based on measurements of current
state of output network interface or actual network state in
order to make decision if the new data flow should be accepted
to the network. The MBAC methods accept new data flows
until measurement results reach defined values of capacity
(usually recommended value is 90% of network capacity). The
measurement process is needed for use of MBAC methods
[10]-[12].

For measurement realization we need to know the link
utilization and only minimal knowledge of connection source.
Decision process of MBAC methods is based on measurement
of traffic and QoS parameters. Interval measurements ensure
efficient resource utilization in the case of data bursts creation
or when the data transmission is slower than the peak trans-
mission rate.

III. MBAC ALGORITHMS

Various algorithms for admission control based on mea-
surements have been proposed in the literature. Our paper
addresses following algorithms:

• Simple Sum,
• Estimated Sum,
• Acceptance Region.

A. Simple Sum

Simple Sum is simple algorithm which ensures sufficient
bandwidth for accepted flows. AC method accepts new data
flow only in the case the following condition is true:

v + rα < C (1)

where v [kbit/s] denotes the sum of reserved transmission rates,
C [kbit/s] denotes link capacity, α is index for requesting data
flow and rα [kbit/s] denotes peak transmission rate of new
data flow.

B. Estimated Sum

This algorithm samples traffic data during the defined
intervals. These input samples represent the input data for
prediction. After every sampling the prediction of future data
transmission is done. Such prediction will be used for future
connection acceptance or rejection. The decision process is
based on the equation:

ŷ(n+ 1) + pα ≤ µ.C (2)

where, α denotes index for requesting data flow, ŷ(n + 1)
[kbit/s] denotes prediction of aggregated traffic used in next
sampling (n+1), pα [kbit/s] denotes peak transmission rate of
new flow, C [kbit/s] is link capacity, µ represents the channel
utilization.

C. Acceptance Region

This algorithm [10] predicts region of maximal link utiliza-
tion at the expense of packet losses. Estimation of Acceptance
region can be based on the parameters such as bandwidth,
switch buffer, and parameters of stack buffer filters. The
calculation of acceptance region assumes Poisson distribution
of incoming independent requests. The algorithm ensures that
the sum of measured traffic and transmission rates of new
flows will not exceed the acceptance region.

C(S) =
1

S
.log[1 +

v

p
(eSp − 1)] (3)

where, C [kbit/s] represents estimation of bandwidth for total
traffic, v [kbit/s] denotes average transmission rate of traffic,
p [kbit/s] denotes peak transmission rate, S represents space
parameter within the range (0,1).

IV. SIMULATIONS

The simulations of MBAC algorithms were performed in
MATLAB environment. The principle of admission control
methods is depicted in Fig. 1, where n represents number of
data flows (Variable Bit Ratel) and the maximal link capacity
is set to 1 Mbit/s (sufficient for the simulation results). The
AC method accepts only such number of flows which ensures
that the maximal link bandwidth will be not exceeded.

Data flows come in random times. These data flows have
different requirements on network in different times. It means
that the peak transmission rate of particular data flows vary
during time. In our paper we assume exponential distribution
with mean value (λ) set to 64 [kbit/s]. Current traffic is
simulated with sample of 250 time points during which the
loss parameter of particular flows is calculated.
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Fig. 1. Principle of admission control simulation

Fig. 2. Simulation results for Simple Sum algorithm

A. Simple Sum Algorithm Simulation

The Simple Sum is the simplest admission control algo-
rithm. It accepts or rejects requesting connection according to
available bandwidth. The simulation results for this algorithm
are depicted in Fig. 2. The red line represents the maximal
allowed link capacity and it is set to 1 Mbit/s. This value can
not be exceeded by decision result. The blue curve represents
the current network traffic consisting of 10 accepted data flows
(i.e. on the base of simulations, the Simple Sum algorithm
has accepted 10 flows). Green circles are points in which link
capacity was exceeded. When the link capacity is exceeded,
packet losses will occur. The main task of AC method is to
ensure QoS and it is not sufficiently ensured when there are
packet losses. We can see in Fig. 2 that in some time points
the link utilization is only around 50% of allowed capacity.
The main factor of AC method evaluation in our paper is loss.
The Simple Sum algorithm reached 3% loss.

B. Estimated Sum Algorithm Simulation

Estimated Sum algorithm makes decision of acceptance or
rejection of requesting connection based on estimation of the
future traffic while uses only part of link capacity. In our
simulation this part of link capacity was set to 90% of total
link capacity (brown line in Fig. 3). The red line represents
the maximal allowed link capacity. Blue curve represents the

Fig. 3. Simulation results for Estimated Sum algorithm

Fig. 4. Simulation results for Acceptance Region algorithm

current traffic consisting of 9 data flows accepted by Estimated
Sum algorithm. Green circles are points in which available
link capacity was exceeded. The Estimated Sum algorithm
accepted 1 less connection than Simple sum algorithm, but
the loss is only 1%. From this point of view the Estimated
Sum algorithm is better for admission control than Simple
Sum algorithm.

C. Acceptance Region Algorithm Simulation

Simulation results for Acceptance Region algorithm are de-
picted in Fig. 4. Compared to Simple Sum and Estimated Sum
algorithms this algorithm is more complicated because more
input parameters are used. Decision process of this algorithm
is based on area of maximal link utilization at the expense
of data loss. Space parameter S within the range (0,1) is set
to 0,5 due to most precise measurement. Red line represents
the maximal allowed link capacity. Blue curve represents the
current traffic consisting of 8 data flows accepted by this
algorithm. It is the smallest number of accepted connections
from performed simulations, but data loss is zero, therefore
sufficient QoS is ensured.
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V. DISCUSION

Performed simulations demonstrate the field of admission
control methods in IMS networks. Selected algorithms accept
or reject connections into the network on the basis of different
ways and methods. From the simulation results we can see that
for given link capacity particular algorithms accept different
number of connections while each of them aims to ensure
some level of QoS. But not all of them can achieve the
sufficient level of QoS. In our paper we have observed data
loss as main parameter for comparison of simulated admission
control algorithms.

The Simple Sum algorithm has accepted 10 data flows at
the loss of 3%. Estimated Sum algorithm has accepted 9 data
flows at the loss of 1%. The best algorithm from loss point
of view appears the Acceptance Region with 8 accepted data
flows and zero loss. Therefore only this last algorithm has
achieved the required QoS in proposed network.

VI. CONCLUSION

The admission control in IMS network is actual and per-
spective research subject today. The RACS block is network
component in which admission control methods should be
implemented. There is not any actual standard with recommen-
dation which AC method should be preferred for the particular
services.

In our paper we have observed three admission control
algorithms. These algorithms are not used for IPTV or VoIP
traffic. In our simulations we have observed these methods
in general - the input flow with variable bit rate character
was used. In the future work detailed analysis of selected AC
methods for particular services will be performed.
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Performance Analysis of Quantized Feedback JLS
Precoder in CoMP transmission

Yasmine Fahmy

Abstract—Joint Processing (JP) in Coordinated Multi-Point
(CoMP) transmission allows user data to be jointly processed
by several interfering base stations to achieve high performance
and large capacity gain. This is achieved by making use of timing
advance mechanisms; to ensure that the desired signals from
the cooperating cells reach the mobile station at exactly the
same time. The Joint Leakage Suppression (JLS) precoder is a
suitable linear precoding scheme in this scenario. In this paper,
JLS performance analysis is considered under real assumptions
such as the presence of asynchronous reception of the interfering
signals and the effect of the finite capacity backhaul links.
The effect of quantizing the feedback channel on the sum rate
is derived, and a tight upper bound of the rate loss due to
quantization is obtained. Simulation results are provided to
validate these results.

Keywords—CoMP transmission, JLS precoder, asynchronous
interference, quantized feedback.

I. INTRODUCTION

Coordinated Multi-Point transmission/reception (CoMP) has
been considered by the 3rd Generation Partnership Project
(3GPP) as a candidate technique for LTE-Advanced sys-
tems [1], [2]. CoMP has been proposed to increase the average
cell throughput and the cell edge user throughput in both
the uplink and downlink [3]. Several precoding schemes can
be used to support CoMP transmission and achieve these
objectives. Among these schemes is the Dirty Paper Coding
(DPC) scheme [4], [5], which achieves the capacity of MU-
MIMO downlink channel, however, its complexity stands up
against its practical implementation. Other non-linear precod-
ing techniques including Tomlinson-Harashima precoding [6],
or multi-user detection in Mobile Stations (MSs) [7] are
approaching such capacity, but they still suffer from prohibitive
complexity. Therefore, there is great interest in linear pre-
coding designs. Such linear precoding schemes have shown
adequate performance. For example, the Zero Forcing (ZF)
precoder only loses about 1.26 dB compared to DPC when
having 10 transmit antennas and 5 receive antennas [8].

Joint processing transmission requires sharing the data
stream of the MS among all cooperative BSs, in addition to
the Channel State Information (CSI) and the propagation delay
information from each BS to each MS to allow timing advance
mechanisms to be used. However, such feedback requires
infinite backhaul capacity. Practically, the backhaul has limited
rate, and therefore each BS should consider quantizing the
shared information with other cooperating BSs. Typically, CSI
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is quantized and shared first in joint processing transmission,
then only a sub-stream of user data or a quantized version of
the antenna signals is shared among the base stations, which
allows partial interference cancellation [9]. In [10], the impact
of quantized and delayed CSI on the average achievable rate
is derived. Accurate approximations on the expected sum rate
of CoMP systems with imperfect CSI are also given.

Advancing the signal from each BS in the cooperative set
to reach the intended user at exactly the same time, results
in asynchronous reception of these signals at other users.
This opened the way for different precoding schemes that can
account for the problem of asynchronous interference.

Taking the ZF precoder that can achieve the ergodic sum
capacity in limit of large number of active users [11], it
can no longer cancel all the interference in the presence of
asynchronous interference, except under severe limitations,
where the number of antennas of all users must be less than
the number of transmit antennas in each BS [12]. In [13], a
new MMSE design was investigates in CoMP system. The
proposed scheme is robust to the asynchronous interference
and the channel quantization errors. Joint Leakage Suppres-
sion (JLS) was proposed in [14] to minimize the co-channel
interference (CCI) instead of canceling it out completely. This
technique aims at maximizing the Signal to Leakage plus
Noise Ratio (SLNR) for all users simultaneously. Where, com-
pared to zero-forcing precoding, JLS method can minimize the
asynchronous interference without imposing any conditions
on the relation between the number of transmit and receive
antennas. Moreover, it avoids noise enhancement.

In this paper, the finite rate feedback-JLS precoder is
presented where a tight upper bound for the rate loss due
to channel quantization is derived in two different scenarios;
the synchronous interference scenario, and the more realistic
scenario of asynchronous interference. The rate loss of other
precoders has been studied in the literature for multi-cell
systems. In [15] and [16], the rate loss, as a function of the
quantization error when using generalized eigenvector beam-
forming in a rate-limited environment, is studied. However,
the expression derived for the rate loss is kept as a function
of the quantization error of both the desired and interfering
channel vectors, while this quantization error has not been
analyzed. This quantization error analysis differs in case of
multi-cell MIMO than the case of single-cell MIMO, and that
is what will be presented in the following section. Moreover,
no analysis has been carried out for the JLS precoder before.
As explained earlier, this precoder is a practical choice for
the implementation of the multi-cell MIMO in the presence
of asynchronous interference.
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Fig. 1. System Model

The rest of this paper is organized as follows. Section II
presents the asynchronous interference systems model, then
the design criteria of the JLS precoder is given. In section III,
the JLS rate is derived. Section IV presents the analysis of the
quantization error of the random vector quantizer in the MU-
CoMP network, then the rate loss due to feedback quantization
is presented, in the synchronous idealized scenario. The proof
is then extended to the more realistic case of asynchronous
interference. Section V presents the simulation results, verify-
ing the analytical results obtained for the rate loss, under both
scenarios. Finally, Section VI concludes the paper.

II. ASYNCHRONOUS INTERFERENCE SYSTEM MODEL

The system model considers a MU-CoMP network [1]
where B Base Stations (BSs), having NT antennas each,
cooperate together to send data to K Mobile Stations (MSs),
with NR antennas each. The cooperative BSs together transmit
Lk data streams to MS k, where the transmit vector from BS b
to MS k is linearly precoded by the NT × Lk matrix T (b)

k . If
sk(m) is the zero-mean data vector, of size Lk× 1 at time m
meant for MS k, then the transmit vector from BS b to MS k is
x
(b)
k (m) = T

(b)
k sk(m). The data vector has normalized power

such that E
[
sk(m)sk(m)†

]
= ILk

, where ILk
is the identity

matrix of size Lk and [.]† is the Hermitian transpose. Data
vectors for different users are independent of each other, i.e.,
E
[
sk(m)sl(m)†

]
= 0, for k 6= l. A linear modulation with a

unit energy baseband signature waveform g(t) of duration Ts
is used. The system model is shown in Fig. 1.

Assume that h(b)
k is the NR × NT baseband matrix rep-

resentation of the channel from BS b to MS k, having
complex Gaussian elements. Different links are assumed to be
independent of each other and undergo frequency-flat Rayleigh
fading. Also, block fading channel model with large enough
coherence time is used, such that the channel fading remains
the same over the duration in which T (b)

k is used.
In order to guarantee simultaneous reception of{
x
(b)
k (m)

}B
b=1

at MS k, each BS b advances the transmission

time of x(b)
k (m) by 4τ (b)k = τ

(b)
k − τ

(bk)
k such that all{

x
(b)
k (m)

}B
b=1

arrive with the same delay τ (bk)k , where bk is
the closest BS to MS k. The equivalent received baseband

signal at MS k is

rk(t) =
∞∑
m=0

(
g(t−mTs− τ (bk)k )Hkxk(m)

)
+ nk(t)

+
K∑

j = 1
j 6= k

B∑
b=1

∞∑
m=0

(
g(t−mTs− τ (b)k +4τ (b)j )h

(b)
k x

(b)
j (m)

)
,

where nk(t) is the additive white Gaussian noise vector with
zero mean and variance N0. Hk is the NR×BNT composite
channel matrix of user k defined as Hk = [h

(1)
k , . . . ,h

(B)
k ],

and xk(m) is the composite data matrix, defined as xk(m) =

[x
(1)
k (m)†, . . . , x

(B)
k (m)†]†.

In the asynchronous interference case, when the received
signal is passed through a filter matched to g(t−mTs−τ (bk)k ),
the resulting signal is given by

yk(m) = HkT ksk(m) + nk(m)

+
K∑

j = 1
j 6= k

B∑
b=1

h
(b)
k T

(b)
j (m)i

(b)
jk (m), (1)

where i(b)jk (m) is the asynchronous interference arising from
two consecutive symbols with indices m(b)

jk and m
(b)
jk + 1 at

MS k from the signal transmitted by BS b for MS j.
The statistical characteristics of the asynchronous interfer-

ence are E[i
(b)
jk (m)] = 0 and

E[i
(b1)
j1k

(m)i
(b2)
j2k

(m)†] =


0 j1 6= j2 6= k

β
(b1,b2)
jk I lj j1 = j2 = j 6= k

I lj j1 = j2 = j = k

where the asynchronous interference correlation β
(b1,b2)
jk is

given in [12].

III. JLS PRECODER PERFORMANCE

The goal of the JLS precoder [14] is to jointly opti-
mize the transmitter precoding matrices T k to maximize
the SLNR, subject to the following two constraints: first,
Tr{T †kT k}≤P txk , where P txk is the transmitted power to
MS k, for 1 ≤ k ≤ K. This uniform per-MS power
constraint, P txk = PT , for all k, ensures “power fairness”
for different users. Even though, the per-BS power constraint
makes more physical sense, the advantage of the MS-specific
power constraint is that it is more amenable to analytically
tractable solutions. The second design constraint we have is
that B.NT ≥

∑K
k=1 Lk.

The SLNR is defined as the ratio between the power of the
desired signal at MS k and the sum of noise power plus total
interference power (leakage) due to MS k at all other MSs.
From which the SLNR, for the idealized synchronous case,
was given in [14] by

SLNRk =
P txk · Tr

(
Q†kH

†
kHkQk

)
Tr
(
Q†k

(
N0NRIBNT

+ P txk H̃
†
kH̃k

)
Qk

) (2)

where Qk = 1√
P tx

k

T k and
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H̃k = [H1H2 · · ·Hk−1Hk+1 · · ·HK ] represents all the
channels except the channel of the intended user k.

While the SLNR was calculated in the case of asynchronous
interference in [12] as

SLNRk =
P tx

k ·Tr(Q
†
kH
†
kHkQk)

Tr
(
Q†k

(
N0NRIBNT

+P tx
k

∑K

j = 1
j 6= k

W kj)Qk)
(3)

where

W kj =


β
(1,1)
kj h

(1)†

j h
(1)
j . . . β

(1,B)
kj h

(1)†

j h
(B)
j

β
(2,1)
kj h

(2)†

j h
(1)
j . . . β

(2,B)
kj h

(2)†

j h
(B)
j

...
. . .

...

β
(B,1)
kj h

(B)†

j h
(1)
j . . . β

(B,B)
kj h

(B)†

j h
(B)
j

 .
Let

Y k =
P txk
N0

H†kHk

and

Zk = NRIBNT
+
P txk
N0

K∑
j = 1
j 6= k

W kj ,

then (3) is simplified to

SLNRk =
Tr
(
Q†kY kQk

)
Tr
(
Q†kZkQk

) (4)

In order to get more insights into the behavior of the JLS
precoder, we will consider the practical case of having one
receiving antenna at the MSs (NR = 1 and consequently Lk =
1). This case is also mathematically tractable and will result
in a closed form solution of the rate loss.

A. Maximum SLNR

Assume the case of Lk = 1, Qk is a vector of size NT × 1
and since Y k is Hermitian and Zk is positive definite with
real diagonal elements, equation (4) can be further simplified
to take the form of a generalized Rayleigh quotient [17], where
SLNRk =

Q†kY kQk

Q†kZkQk

.
Define C as the Cholesky decomposition of the matrix

Zk = C†C andD = C†
−1

Y kC
−1, the SLNR can be simpli-

fied to the Rayleigh Quotient R(D,CQk) =
(CQk)

†D(CQk)

(CQk)
†(CQk)

,
where |CQk| = 1. This Rayleigh quotient reaches its
maximum value of λmax (the maximum eigenvalue of the
matrix D) when CQk = vmax, which is the corresponding
eigenvector of the matrix D.

Starting by DCQk = λmaxCQk, we get Z−1k Y kQk =
λmaxQk, then Qk is the eigenvector of the matrix Z−1k Y k

corresponding to its largest eigenvalue.
The maximum SLNR can then be given at this Qk as

max(SLNRk) = max(R(D,CQk))

= (CQk)
†
D (CQk) = Q

†
kY kQk = λmax (5)

It is worth noting that at this maximum condition
|HkQk|2 = N0

P tx
k
λmax and Q†kZkQk = 1 then

Q†k

(
NRIBNT

+
P txk
N0

K∑
j = 1
j 6= k

W kj

)
Qk = 1

at NR = 1

Q†kQk +
P txk
N0

Q†k

K∑
j = 1
j 6= k

W kjQk = 1

from the orthonormality condition Q†kQk = 1, then

Q†k

K∑
j = 1
j 6= k

W kjQk = 0

Using the definition of W kj , this equation can be expanded
to

K∑
j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk Q

(bl)†
k h

(bl)†
j h

(bi)
j Q

(bi)
k = 0 (6)

Given the quantized channel Ĥj , the precoding vector Qk is
calculated to satisfy

K∑
j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk Q

(bl)†
k ĥ

(bl)†
j ĥ

(bi)

j Q
(bi)
k = 0 (7)

as a design criterion.

B. Maximum achievable Rate

The JLS rate is given as a function of P , the SNR per MS,
in [12] as

RJLS(P ) =

KEH

[
log2 |INR

+ φ−1k,JLSHkT k,JLST
†
k,JLSH

†
k|
]

(8)

where the expectation EH [.] is held over the channel H and
φk is the covariance of noise plus interference for MS k. It is
given by

φk,JLS =

K∑
j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk h

(bi)
k T

(bi)
j,JLST

(bl)†
j,JLSh

(bl)†
k +N0INR

For NR = 1 and given that HkT kT
†
kH
†
k = |HkT k|2 =

P txk |HkQk,JLS |2 and P =
P tx

k

N0
, RJLS(P ) reduces to

RJLS(P ) = KEH

[
log2

(
1 +

P |HkQk,JLS |2

1 + P · γk,JLS

)]
(9)

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 3 (2016)

148



where

γk,JLS =
K∑

j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk h

(bi)
k Q

(bi)
j,JLSQ

(bl)†
j,JLSh

(bl)†
k

For perfect channel knowledge, γk,JLS = 0 from (7), then

RJLS(P ) = KEH

[
log2

(
1 + P |HkQk,JLS |2

)]
. (10)

IV. QUANTIZED FEEDBACK JLS PRECODER

In the available literature, scalar quantization, vector quan-
tization (VQ) and matrix quantization have all been used to
quantize CSI. It is now well established in the single data
stream case that projecting the MIMO channel to an appropri-
ate vector channel yields better performance than full channel
scalar quantization with the same feedback overhead [18]. In
the case of the single data stream case, the MIMO channel is
projected to a vector channel. This was proved to yield better
performance than full channel scalar quantization providing
the same feedback overhead [18]. This has led to considerable
research in VQ, which reduces the feedback overhead by
allocating bits in the proper vector direction. For the case of
having multiple data streams, the channel matrix is projected
to the appropriate channel vector using one of the combin-
ing schemes proposed in the literature, for example eigen-
based combining [19], quantization based combining [20], and
maximum expected signal combining [21]. In the multi user
case, we can apply the same principle of VQ to each user
channel individually. The vector quantization is performed
using a quantization codebook that is known at the BSs.
And since the optimal vector quantizer for this problem is
not known in general, Random Vector Quantizer (RVQ) is
used [22]. Quantization schemes require a measure of the
distance between the two vectors, where two commonly used
measures are the chordal and euclidean distances. Since the
former ensures a higher inner product between the original
and quantized channel, in the limited feedback scenario [23],
it is the one used in this paper.

A. Random Vector Quantization Error Analysis

In VQ, n feedback bits are sent as the channel index
to the master cell or other cooperating BSs. A quantization
codebook C consisting of 2n NT -dimensional unit norm
vectors C = {w1, . . . , w2n} is used. Each of the codewords
is independently drawn from the isotropic distribution on the
NT−dimensional unit sphere. We analyze the performance
by averaging over the distribution of all choices of such
codebooks.

Defining d as the chordal distance between the channel
vector and its quantized version [24] allows it to be used as
the magnitude of quantization error. The average value of the
quantization error of the composite channel vector Hk, of size
1 × BNT , can be proved from the quantization errors of its
consisting channel vectors h(b)

k for b = 1, . . . , B as

d = sin2
(
∠(Hk, Ĥk)

)
= 1−

(
|HkĤ

†
k|2

‖Hk‖2.‖Ĥk‖2

)

= 1−
(
|
∑B
b=1h

(b)
k ĥ

(b)†
k |2

‖Hk‖4

)
(11)

since both the channel and the quantized vectors have the same
gain, and

cos2
(
∠(Hk, Ĥk)

)
=

(
|
∑B
b=1h

(b)
k ĥ

(b)†
k |2

‖Hk‖4

)
By defining ab = cos

(
∠
(
h
(b)
k , ĥ

(b)

k )), we can define the
quantity α as follows:

α = ‖Hk‖4 · cos2
(
∠(Hk, Ĥk)

)
=

B∑
j=1

B∑
l=1

abjabl‖ĥ
(bj)

k ‖2‖ĥ
(bl)

k ‖2 (12)

And by taking the expectation of both sides, we get

E(α) = E
(
‖Hk‖4

)
· E
(
cos2

(
∠(Hk, Ĥk)

))
= E

( B∑
j=1

B∑
l=1

abjabl‖ĥ
(bj)

k ‖2‖ĥ
(bl)

k ‖2
)

(13)

where we used here the fact that the angle between two vectors
is independent of the values of their norm. Finally,

E(α) =

B∑
i=1

E
(
a2bi) · E

(
‖ĥ

(bi)

k ‖4
)

+ 2
B∑
j=1

B∑
l=j+1

E
(
abj )E

(
abl)E

(
‖ĥ

(bj)

k ‖2)E
(
‖ĥ

(bl)

k ‖2). (14)

In [25] the error performance of the RVQ scheme has been
analyzed in the case of point to point MISO systems, and the
expected quantization error has been bounded by the following
bounds

(NT−1
NT

)2
−n

NT−1 < E
[
sin2

(
∠
(
Hk, Ĥk))

]
< 2

−n
NT−1 (15)

therefore the lower bound of each of the terms E
(
a2bj ) is given

by

E
(
a2bj ) = E

(
cos2

(
∠(h(bj)

k , ĥ
(bj)

k )
))
≥ 1− 2

−n
NT−1 , (16)

while E
(
abj ) = 0 as the codebook vectors are isotropically

distributed in the 2n dimensional space, then the channel
vector can be mapped to a certain vector or the one in the
opposite direction with the same probability.

To get E
(
‖ĥ

(bi)

k ‖2
)

, we use the fact that the squared
norm of a vector consisting of r Gaussian i.i.d. random
variables, each with zero mean and variance σ2, is a chi-
squared distribution with r degrees of freedom. The norm
of each channel vector, as well as the quantized one, is the
summation of two independent chi-squared random variables,
one for the real part of the vector and one for the imaginary
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part. Each part has NT degrees of freedom, and variance L
(bi)

k

2 ,
where L(bi)

k is the path loss of the channel between BS b(i)
and MS k.

Then

E
(
‖ĥ

(bi)

k ‖2
)
=
L
(bi)
k

2
NT +

L
(bi)
k

2
NT = L

(bi)
k NT

Var
(
‖ĥ

(bi)

k ‖2
)

= 2NT
(L(bi)

k

2
)2 + 2NT

(L(bi)
k

2
)2

= NT
(
L
(bi)
k )2

and hence

E
(
‖ĥ

(bi)

k ‖4
)

= V ar
(
‖ĥ

(bi)

k ‖2
)
+ E2

(
‖h(bi)

k ‖
2
)

= (L
(bi)
k )2(NT +N2

T ). (17)

Then substituting in (14), we find that

E(α) ≥ (NT +N2
T )(1− 2

−n
NT−1 )

B∑
i=1

(L
(bi)
k )2. (18)

Since ‖Ĥk‖2 =
∑B
i=1 ‖ĥ

(bi)

k ‖2, then the norm ‖Ĥk‖2 has a
mean value of E(‖Ĥk‖2) = NT ·

∑B
i=1 L

(bi)
k , and variance

given by V ar(‖Ĥ
(bi)

k ‖2) = NT ·
∑B
i=1(L

(bi)
k )2, then

E(‖Ĥk‖4) = NT ·
B∑
i=1

(L
(bi)
k )2 + (NT ·

B∑
i=1

L
(bi)
k )2

By substituting with this value and the value of E(α) in (13),
the value of E

(
cos2

(
∠(Hk, Ĥk)

))
is bounded by

E
(
cos2

(
∠(Hk, Ĥk)

))
≥

(NT +N2
T )(1− 2

−n
NT−1 )

∑B
i=1(L

(bi)
k )2

NT ·
∑B
i=1(L

(bi)
k )2 +N2

T · (
∑B
i=1 L

(bi)
k )2

which can be reduced to the following form, in the case of
having equal path losses,

E
(
cos2

(
∠(Hk, Ĥk)

))
≥ B(NT +N2

T )(1− 2
−n

NT−1 )

BNT +B2N2
T

.

Therefore the mean value of the distance d is bounded by

E(d) = E
(
sin2

(
∠(Hk, Ĥk)

))

≤ 1− B(NT +N2
T )(1− 2

−n
NT−1 )

BNT +B2N2
T

≤ 1− (1 +NT )

(1 +BNT )
(1− 2

−n
NT−1 ) (19)

This is the upper bound of the quantization error resulting
from random vector quantization when using chordal distance
as the decision metric. This bound is used to find the rate loss
in the next subsection.

B. Rate Loss due to Quantization

To quantify the performance degradation when the feedback
channel is quantized in case of the JLS precoder, we define the
rate gap 4R(P ) to be the difference between the per mobile
throughput achieved by perfect CSIT-based JLS and finite-rate
feedback-based JLS as

4R(P ) = 1

K
[RJLS(P )−RFB(P )] (20)

The JLS rate, RJLS(P ), is given by equation (10), while
the quantized feedback rate of the JLS precoder can be given
by

RFB(P ) = KEH,w

[
log2

(
1 +

P |HkQk,FB |2

1 + P · γk,FB

)]
(21)

where the expectation EH,w [.] is held over the channel H and
the quantization codebook vectors w, and

γk,FB =
K∑

j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk h

(bi)
k Q

(bi)
j,FBQ

(bl)†
j,FBh

(bl)†
k .

Then,

4R(P ) = EH

[
log2

(
1 + P |HkQk,JLS |2

)]
− EH,w

[
log2

(
1 +

P |HkQk,FB |2

1 + P · γk,FB

)]
(22)

Due to the use of the precoder, which tries to enhance
the signal power and minimize the interference terms, the
interference term P · γk,FB is much less than the received
signal power P |HkQk,FB |2. The rate gap, 4R(P ), can then
be bounded as

4R(P ) ≤ EH

[
log2

(
1 + P |HkQk,JLS |2

)]
−EH,w

[
log2

(
1 + P |HkQk,FB |2

)]
+EH,w

[
log2

(
1 + P · γk,FB

)]
. (23)

This bound is valid taking into consideration the fact that
γk,FB is positive real and log (·) is an increasing function.

Recall that the distribution of an isotropically random
vector (which is the Rayleigh fading channel in our case)
is not affected by multiplication with a unitary matrix [26].
It is the mathematical way to capture the notion that the
vector is equally likely to point in any direction in the NT
dimensional vector space. Using this result, EH [log2(1 +
P |HkQk,JLS |2)] = EH,w[log2(1 + P |HkQk,FB |2)]. Then,
4R(P ) ≤ EH,w[log2(1+P ·γk,FB)]. Using Jensen’s inequal-
ity [27] the rate loss becomes bounded by

4R(P ) ≤ log2(1 + EH,w[P · γk,FB ]) (24)
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1) Synchronous Interference Rate Loss: In case of having
synchronous interference, β(bi,bl)

jk = 1 ∀bi, bl, then

γk,FB =
K∑

j = 1
j 6= k

B∑
bi=1

B∑
bl=1

h
(bi)
k Q

(bi)
j,FBQ

(bl)†
j,FBh

(bl)†
k

=
K∑

j = 1
j 6= k

|HkQj,FB |2

and inequality (24) then becomes

4R(P ) ≤ log2(1 + EH,w[P
K∑

j = 1
j 6= k

|HkQj,FB |2]) (25)

which is reduced to the following form, since all the mobile
users’ channels are independently quantized,

4R(P ) ≤ log2(1 + (K − 1) · P · EH,w(|HkQj,FB |2))

And since E
(
‖Hk‖2

)
= NT · (L(1)

k + · · ·+L(B)
k ) where L(b)

k

is the path loss coefficient of the channel between BS b and
MS k, then

4R(P ) ≤

log2

(
1 + (K−1)P

B∑
b=1

L
(b)
k NTEH,w(|HkQj,FB |2)

)
(26)

where Hk = Hk

‖Hk‖ is the normalized composite channel
vector.

Using RVQ to quantize the channel of each BS h(b)
k , then

MS k has a composite quantized channel vector of Ĥk =

[ĥ
(1)

k , . . . , ĥ
(B)

k ]. Hk can be considered as the sum of two
vectors, one in the direction of the quantized vector, and the
other is isotropically distributed in the null space. Then

Hk =
√
1− dĤk +

√
dS,

where d = sin2(θ) = 1 − |HkĤ
†
k|2 is the magnitude of the

quantization error and S is a unit norm vector isotropically
distributed in the null space of Ĥk.

The product of Hk and Qj,FB is then given by

|HkQj,FB |2 = (1− d) |ĤkQj,FB |2 + (d) |SQj,FB |2

= d|SQj,FB |2

In case of having synchronous interference, (7) is reduced
to

K∑
j = 1
j 6= k

|ĤkQj,FB |2 = 0

therefore, the vector Qj,FB is isotropically distributed in the
BNT − 1 dimensional null space of Ĥk ∀k 6= j. And since S
is also i.i.d. isotropic vector in the BNT − 1 dimensional null
space of Ĥk, therefore the term |SQj,FB |2 is beta distributed
as β (1, BNT − 2) random variable [28], having a mean value

of 1
BNT−1 . Accordingly, the mean value of |HkQj,FB |2 is

given by

EH,w(|HkQj,FB |2) = E(d|SQj,FB |2)
= E(d) · E(|SQj,FB |2)

= E(sin2(θ)) · 1

BNT − 1

where the expectation of the quantization error has been
proved in (19). By substituting these results in (26), we can
find that the rate loss is upper bounded by the following bound

4R(P ) ≤ log2

(
1 + (K − 1)P

∑B
b=1 L

(b)
k NT

BNT − 1

·
(
1− (1 +NT )

(1 +BNT )
(1− 2

−n
NT−1 )

))
(27)

2) Asynchronous Interference Rate Loss: To simplify the
analysis and without loss of generality, we consider the case
of having 2 BSs to get the rate loss of the JLS precoder in case
of the presence of the more realistic scenario of Asynchronous
interference. We have

γk,FB =
K∑

j = 1
j 6= k

2∑
bi=1

2∑
bl=1

β
(bi,bl)
jk h

(bi)
k Q

(bi)
j,FBQ

(bl)†
j,FBh

(bl)†
k

since β(bi,bl)
jk = β

(bl,bi)
jk , then

γk,FB =
K∑

j = 1
j 6= k

(
β
(bi,bi)
jk |h(bi)

k Q
(bi)
j,FB |

2

+ β
(bl,bl)
jk |h(bl)

k Q
(bl)
j,FB |

2

+ 2β
(bi,bl)
jk Real

{
Q

(bl)†
j,FBh

(bl)†
k h

(bi)
k Q

(bi)
j,FB

})
hence,

EH,w(γk,FB) =
∑K

j = 1
j 6= k

EH,w

(
β
(bi,bi)
jk |h(bi)

k Q
(bi)
j,FB |2

)
+EH,w

(
β
(bl,bl)
jk |h(bl)

k Q
(bl)
j,FB |2

)
+2EH,w

(
β
(bi,bl)
jk Real

{
Q

(bl)†
j,FBh

(bl)†
k h

(bi)
k Q

(bi)
j,FB

})
And since h(bi)

k and h(bl)
k are mutually independent isotrop-

ically distributed random vectors in the vector space CNT ,
having zero mean each, then

EH,w

(
Q

(bl)†
j,FBh

(bl)†
k h

(bi)
k Q

(bi)
j,FB

)
= 0,

therefore,

EH,w(γk,FB) =

K∑
j = 1
j 6= k

EH,w

(
β
(bi,bi)
jk |h(bi)

k Q
(bi)
j,FB |

2 + β
(bl,bl)
jk |h(bl)

k Q
(bl)
j,FB |

2
)

Since E
(
β
(bi,bi)
jk

)
= E

(
β
(bl,bl)
jk

)
, then
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EH,w(γk,FB) = (K − 1) · β(bi,bi)
jk

· EH,w

(
|h(bi)
k Q

(bi)
j,FB |

2 + |h(bl)
k Q

(bl)
j,FB |

2
)

= (K − 1) · β(bi,bi)
jk · EH,w

(
|HkQj,FB |2

)
where Hk = [h

(1)
k , . . . ,h

(B)
k ] and Qk = [Q

(1)†
k , . . . ,Q

(B)†
k ]†

Using the same argument as in the case of synchronous in-
terference, Hk can then be expressed as Hk =

√
1− dĤk+√

dS. The expectation of the product of Hk and Qj,FB is
then given by

EH,w

(
|HkQj,FB |2

)
= EH,w

(
(1− d) |ĤkQj,FB |2

)
+ EH,w

(
d|SQj,FB |2

)
(28)

From the design criteria (7)

EH,w

( K∑
j = 1
j 6= k

B∑
bi=1

B∑
bl=1

β
(bi,bl)
jk Q

(bl)†
k ĥ

(bl)†
j ĥ

(bi)

j Q
(bi)
k

)
= 0

(K − 1) · β(bi,bi)
jk · EH,w

(
|ĤkQj,FB |2

)
= 0

EH,w

(
|ĤkQj,FB |2

)
= 0, (29)

then (28) reduces to

EH,w

(
|HkQj,FB |2

)
= EH,w (d)EH,w(|SQj,FB |2).

Since the term |SQj,FB |2 is a beta (1, BNT − 2) random
variable, then its mean value is 1

BNT−1 , and EH,w (d) =

1− 1+NT

1+BNT
(1− 2

−n
NT−1 ), then the rate loss in (10) becomes,

4R(P ) ≤ log2

(
1 + (K − 1)Pβ

(bi,bi)
jk EH,w(|HkQj,FB |2)

)
= log2

(
1 + (K − 1)Pβ

(bi,bi)
jk

· NT

B∑
b=1

L
(b)
k EH,w(|HkQj,FB |2)

)
therefore

4R(P ) ≤ log2

(
1 + (K − 1)P

∑B
b=1 L

(b)
k NT

BNT − 1

·β(bi,bi)
jk ·

(
1− (1 +NT )

(1 +BNT )
(1− 2

−n
NT−1 )

))
, (30)

where the average value of β(bi,bi)
jk = ρ2(δ

(b1)
jk )+ρ2(δ

(b1)
jk −Ts).

Using rectangular pulse shape with unit energy, ρ(δ(b1)jk ) =
1
Ts
(Ts − |δ(b1)jk |). It can be easily shown that E(ρ2(δ

(b1)
jk )) =

E(ρ2(δ
(b1)
jk − Ts)) = 1/3.

To conclude, the rate loss4R(P ) given by (27) for the case
of synchronous interference and (30) for the more general case
of asynchronous interference shows the effect of quantizing the
channel state information on the system performance.

It is clear from both equations, that the rate loss is an
increasing function of the SNR (P ). This means that the
throughput of the limited feedback-based JLS system is
bounded if the SNR is taken to infinity. In other words, the
system with a fixed number of feedback bits is interference-
limited at high SNR.

It was shown in [29] that, in case of single-cell MIMO
networks B = 1, the rate loss tends to zero when the number
of feedback bits grows to infinity. This same conclusion can
be deduced from (27) and (30) by setting B = 1 and n→∞ .
It was also shown that the number of feedback bits per mobile
must be increased linearly with the SNR (in decibels) in order
to achieve the full multiplexing gain. On the contrary, from
(27) and (30) when B 6= 1, it is clear that the rate loss does not
tend to zero when the number of feedback bits grows to infinity
and subsequently increasing the number of bits in case of MU-
MIMO CoMP networks does not achieve the full multiplexing
gain. This is due to the fact that optimizing the codeword
choice for each BS channel separately does not imply that
the global channel vector, which comprises the channels of all
cooperating BSs for a certain user, is accurately quantized.

V. SIMULATION RESULTS

To verify the analytical results, we simulate the downlink
of an urban micro-cellular network using the 3GPP TR 25.996
channel model. The channel is assumed to be frequency
selective and varying slowly in the time domain with a
coherence time of 15 ms, for a mobile station with a velocity
of 10 m/sec. The system model consists of two cells, each
with 1 BS and 1 MS. The inter-BS distance is 500 m. The
MSs are uniformly distributed in a limited cell area around
each BS from −π/3 to π/3 radians and at a distance that is
at least 150m from each BS. The path-loss coefficient for all
the BS-MS channels is 2.0 (free-space propagation) up to a
distance of 30 m, and increases to 3.7 thereafter [30]. Using the
MSs locations’ distribution, described earlier and we consider
NT = 3, NR = 1, B = 2 and K = 2.

The theoretical upper bound on the rate loss, given by (27),
is compared to the simulated rate loss at different feedback bits
in Fig 2. The simulated rate loss is lower than the upper bound
primarily due to the use of Jensen’s inequality. This result is
repeated for the case of asynchronous interference, given by
(30), in Fig 3. The rate loss in case of asynchronous envi-
ronment is smaller than that in synchronous, the performance
degradation in asynchronous case due to channel quantization
is less. This is clear from the theoretical upper bounds given
in (27) and (30), where the term β

(bi,bi)
jk in the asynchronous

rate loss upper bound is always less than or equal 1.
Another important result can be concluded from Fig. 4 and

Fig 5, that is increasing the number of quantization bits does
not result in a linear performance enhancement. This is clear
when we compare the enhancement achieved when the number
of quantization bits increases from 3 to 5 and the one achieved
when the number of bits increases from 5 to 10. Hence,
increasing the number of feedback bits to infinity does not lead
to a rate loss that tends to zero. This behavior is in contrast to
the conventional single-cell MIMO case, where increasing the
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Fig. 2. Theoretical upper bound of rate loss and simulated one at 3, 5, and
10 feedback bits in an idealized synchronous environment.

Fig. 3. Theoretical upper bound of rate loss and simulated one at 3, 5, and
10 feedback bits in asynchronous environment.

number of quantization bits to infinity guaranties a rate loss
of zero.

VI. CONCLUSION

In this paper we considered the finite rate feedback JLS
precoder used in CoMP transmission as it is a suitable linear
precoding scheme for the asynchronous interference case, that
inevitably exists in the cooperative data transmission scenarios.
We analyzed its performance in the case of finite capacity
backhaul links. Random Vector Quantization has been used
as the vector quantization technique to quantize the channel
state. The rate loss due to this quantization is derived in both
cases, the synchronous interference case and the asynchronous
interference case. Finally simulation results verified the upper
bounds derived for the case of finite feedback-JLS precoding
scheme.

Fig. 4. Average Spectrum efficiency per user in case of using infinite channel
feedback and finite feedback with 3, 5, and 10 feedback bits in an idealized
synchronous environment.

Fig. 5. Average Spectrum efficiency per user in case of using infinite channel
feedback and finite feedback with 3, 5, and 10 feedback bits in asynchronous
environment.
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Abstract—In this paper we analyze basic mask creation 

methods for intelligent image coding using saliency maps. For 

saliency maps based image coding we use specific extension of 

SPIHT algorithm called SM SPIHT related to region of 

interest encoding but extending this approach further, ending 

with individual weight of importance for each pixel in image 

using the form of saliency map. This approach is proved to be 

effective. In this article we analyze impact of different basic 

hierarchical mask creation methods, which have impact on 

error separation between salient and not salient parts of the 

image. The results indicate that proposed mask creation 

method outperforms JPEG2000 based mask tree creation 

method. 

 

 
Keywords—saliency, wavelet, image compression, 

hierarchical mask, SPIHT. 

 

I. INTRODUCTION 

In recent years, saliency information in video and image, 

its presence and exploitation is attracting the attention not 

only in image and video compression area but also in human 

computer interaction (HCI) and multimodal interfaces area, 

where the saliency can be one of inputs influencing the HCI. 

In the static image compression area, the wavelet based 

approaches are among the most successful. Well-known 

references are SPIHT [1] (Set Partitioning In Hierarchical 

Trees) and standardized JPEG 2000 algorithm [2]. Both of 

them were extended for classical region of interest (ROI) 

oriented coding. In classical ROI encoding one or more 

ROIs get certain advantage in sense of their bit budget over 

non-ROI areas but as the number of ROIs increases, the 

efficiency of the process decreases. 

The SM SPITH method [3] [4] takes in account the 

individual significance of each pixel of the image in the 

encoding/decoding process. The significance information is 

expressed in the form of saliency map (SM).  The 

“intelligence” of this approach lies in the generalization of 

ROI approach: first - describe what is important (significant) 

in the image with as much freedom as possible, second - 

encode the image accordingly, i.e. allocate from available 

bit budget more bits for more important pixels. The original  
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SM SPIHT method was also extended to JPEG 2000 [5]. 

The paper focuses on detail, how the SM is embedded in 

the encoding process in original SM SPIHT in the form of 

hierarchical mask and what are the limits of the approach.  

The paper is divided in four sections, first we discuss in 

more detail the differences between ROI and SM approach, 

then we explain in deep the steps in the SM SPIHT approach 

followed by details regarding the mask tree creation 

methods. Lastly the performance results are presented and 

discussed. 

II. REGION ORIENTED CODING AND SALIENCY MAPS 

In the classical ROI coding one or more regions are 

defined and their importance is stated.  

In JPEG 2000 there are defined 2 different ROI methods 

[2], maxshift and general scaling. In maxshift approach, 

spectral coefficients belonging to particular ROI are shifted 

in the sense of bit planes clearly over the other coefficients. 

Based on their value the decoder can distinguish them from 

other coefficients (and shift them back) so there is no need 

to encode the ROI shape information. The general scaling 

approach shifts the spectral coefficients belonging to 

particular ROI only particularly, so they overlap in value 

with other coefficients and encoding of the ROI shape is 

needed to distinguish into which group the particular 

coefficient belongs and shift the ROI coefficients back. 

There are several extensions of these concepts [6] [7] [8] 

but none of them handles the significance of each image 

pixels separately in the sense of significance map. This 

approach can be simulated by many ROIs with different 

shift, but as the number of ROIs increases, the efficiency of 

the process decreases. 

The aims of the proposed method are to possibly and 

effectively take in account the individual significance of 

each pixel of the image. The significance information of the 

pixels of the evaluated image is expressed in the form of 

SM, which is 8-bit gray scale image with the same 

dimensions as the evaluated image. Its pixel values contain 

the importance of the corresponding pixels of the evaluated 

image (0=no importance, ..., 255=highest importance).  

III. DETAILS OF SM SPIHT APPROACH 

The SM SPIHT algorithm [3] [4] addresses the key 

question “how to pass to the encoder the side information 

about importance” of the particular pixels using the saliency 

map. The basis is the well-known and recognized SPIHT [1] 

algorithm, coupled with biorthogonal discrete wavelet 

transform (DWT) and famous 9/7 tap filter known as bior4.4 

in the Matlab community (the filter pair has four zero 

moments in both, decomposition and reconstruction parts of 
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Fig. 1.  Schematic picture of whole SM SPIHT encoding and decoding 

process  

corresponding filter bank). The DWT uses nonstandard 

decomposition, i.e. one decomposition level to low pass (L) 

subband and high pass (H) subband is applied on each row, 

then in each column resulting in the LL, LH, HL and HH 

subbands. The decomposition is then repeated only on the 

LL subband. The basic steps in the the wavelet based SPIHT 

encoding algorithm are: 
1. 2D DWT with nonstandard decomposition using 

9/7 filter is performed 

2. SPIHT encoding of the spectrum including 
arithmetic encoding of the resulting stream is 
performed 

As in EBCOT (Embedded Block Coding with Optimized 

Truncation) in JPEG 2000 uses SPIHT bit plane coding, so 

the significance of the coefficients is given by his value. The 

significance information for the encoder and decoder in the 

SM SIPHT is provided as side information.  The saliency 

map for the decoder is encoded using separate SPIHT path 

as normal image. The whole SM SPIHT process in encoding 

and decoding phase is depicted in Fig. 1.  

In the encoding phase the saliency map has to be prepared 

e.g. as in [3] [4]. After that it is needed the saliency mask 

encoding and immediate back-decoding, to have the same 

information in image encoder as in the decoder. From the 

decoded saliency mask, the mask tree is derived. The 

derivation of the mask tree is the main topic of this article 

and will be separately discussed in the next chapter. 

The form of hierarchical saliency mask (HSM) has to 

have the same form as the subbands in 2D nonstandard 

wavelet spectrum. This particular form of the hierarchical 

mask is important from the viewpoint that all spectral 

coefficients that influence the same pixel in the 

reconstructed image, shall reflect the importance of that 

pixel. The correspondence of the particular coefficients to 

the same spatial location is well known feature of the 2D 

nonstandard decomposition spectral structure.  

The mask tree is applied to the image spectrum before the 

encoder starts the bit plane encoding process of the spectral 

coefficients. We shift the spectral coefficients SC(i,j) 

depending on their significance (0-255) expressed in the 

form of saliency map HSM(i,j) in the using the formula 

( , )
( , )

255 ( , )
1

255

old
new

SC i j
SC i j

HSM i j
str






, (1) 

where the str is configurable strength parameter in the range 

0 - 255. When strength is set to 0, the SM SPIHT algorithm 

is equivalent to normal SPIHT algorithm. When strength is 

set do 255, then the least significant coefficients are divided 

by 256, so they are shifted 8 bit planes lower. After the 

spectrum is masked, it can be encoded using the original 

SPIHT algorithm. 

In the decoder the hierarchical mask tree shall be 

constructed and the weights created using the saliency mask 

shall be applied using the following reverse formula to 

approximate the original spectrum values  

255 ( , )
( , ) ( , ) 1

255
new old

HSM i j
SC i j SC i j str

 
  

 
. (2) 

 

After that the inverse DWT can be applied to spectrum to 

finally get the decoded image. 

 

IV. HIERARCHICAL MASK CREATION 

There are many options how to create the hierarchical 

mask, with respect which sub band levels shall be 

suppressed and which amplified. In the SM SPIHT approach 

[3], [4] the hierarchical mask was prepared using the 

averaging mask with following rules: 

1) mask pixels in the lower subband N were created 

by averaging the corresponding 4 pixels in the 

subband N+1, i.e. as if the Haar low pass filter 

would be used. 

2) the same mask dynamic (values 0-255) was 

preserved across the sub bands. 

3) all the 3 spatial tree orientations were handled 

equally 

We refer to this mask tree creation method as Method A 

(MA). In optimal conditions the mask image can be 

delivered to the decoder losslessly (of course bigger bit 

budget would be needed). We refer to this case as MA LSM 

(MA with Lossless Saliency Mask).  

The second considered basic method for hierarchical 

mask creation is inspired by the method used JPEG 2000 [9] 

(Part 2, Annex K). Here for both ROI based methods it is 

important to know, which spectral coefficient influences the 

ROI and which not. The rule is simple: Select all spectral 

coefficients that could have non zero influence to the ROI. 
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a) Original Lena image                b) very simple saliency map 

 

Fig. 3.  Image and saliency map used for experiments, a) Lena image b) 
very simple saliency map (equal to circular ROI in the Lena’s face) 

The implementation rule is straightforward: Perform the 

inverse 2D discrete wavelet transform back – doing all 

operations in reversed order, including order of steps in 

lifting scheme and directions of arrows in lifting scheme 

steps, …). Note: 

1) This (rather complicated) kind of implementation 

implements the question “given the set of spatial 

points, by which set of spectral points is affected by 
that set of spatial points in the inverse DWT 

process?” 

2) If we would just simply use forward transform of 

the saliency map, we would get the answer for the 

following questions: “given the set of spatial 

points, which set of spectral points in the DWT 

process it affects”? 

These questions are not same and also the sets of spectral 

coefficients are not same. We can illustrate the difference by 

the example on Fig. 2. 

 

 

Fig. 2.  Example of typical liftings steps in the DWT and inverse DWT. 

One can see that coefficient 𝑐0(2) affects 5 spectral coefficients, but in 

inverse DWT it is reconstructed from (affected by) only 3 spectral 

coefficients. 

In JPEG 2000 conveys the resulting hierarchical mask 

just the binary information - which spectral coefficients 

could be needed and which not. In the saliency map 

approach this is not sufficient as the typical example are 

slowly changing values in the Saliency map. Resulting HSM 

has to be smooth as well, extending the binary information 

(important/not important) to how important the particular 

spectral coefficient is. This can be basically achieved by 

filtering using, where the 9/7 filters have the filter 

coefficients set equally to 1/7 in the case of 7 tap and 1/9 in 

the case of 9 tap filter. We refer to this mask creation 

method as Method B (MB).   

From this method we derive also the MB LSM variant as 

it was the case in Method A.  

In case we use lossless mask and the original saliency 

mask has binary form (not smooth), then we can use binary 

form of HSM and use exact the algorithm as in JPEG2000 

(and abandon the filtering approach in MB). We refer to this 

method as MBO (MB optimized). Again – this method is 

applicable only for binary valued SM images and LSM 

mask has to be used. If the lossy mode for saliency mask in 

connection with MBO would be used, then even small 

nonzero values in non ROI area after mask reconstruction 

would indicate nonzero saliency and MBO declares them as 

significant. So we do not consider pure MBO method here. 

We do not consider any further mask tree creation 

methods. In the next chapter pre provide performance results 

of abovementioned methods and outline the needed 

properties of another optimized method. 

V. RESULTS AND DISCUSSION 

In this article we do not concentrate on situations with 

typical smooth saliency mask, they were evaluated in 

[3][4][5]. We concentrate on the border case, where the 

saliency mask has binary form – i.e. ROI with sharp edges 

exist. The best method shall have the best separation 

between the error in ROI compared to error in whole image. 

We compare the performance of all abovementioned 

masking methods. The experiments were performed using 

Lena image and typical circle shaped ROI as depicted on 

Fig. 3. We evaluated MSE and PSNR differences of the 

compressed image for the whole image and also taking in 

account she saliency information using the weighted MSE in 

the form:  

 
2

,

,

ˆ( , ) ( , ) ( , )

( , )

i j

SM

i j

x i j x i j SM i j

MSE
SM i j








, (3) 

where 𝑥i,j and 𝑥i,j are pixels of the original and reconstructed 

image and 𝑆𝑀i,j the pixels of the saliency map image. We 

apply this formula for the MSE computation in the ROI. The 

PSNR measure is derived from MSE using formula: 

2

10

255
10logPSNR

MSE
 . (4) 

The result obtained for the method MA and its lossless 

variant MA LSM are depicted on Fig. 4. Both variants of 

MA method start to penalize the ROI at strength 10. 

Moreover, despite the expectation, the sharp saliency mask 

(available in the LSM mode) generally decreases the 

performance of the MA method then increasing the strength 

parameter. 

The optimal strength value for the setup seems to be 7. 

The PSNR in ROI area is approximately the highest and by 

further increasing the strength the overall PSNR falls down. 

The result obtained for the MB method its variants are 

depicted on Fig. 5. MB LSM and MB variants start to 

penalize the ROI at strength 10. The optimized variant 

continues to exploit the saliency of the ROI further. This 

leads us to important conclusion that the decrease of the 

performance in the ROI area at higher strengths is caused by 

low pass filtering during the hierarchical mask creation. The 

mask shape deformed and increasing the strength of the 
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 a) original image b) 0.1bpp, strength=0 

 

 
 a) 0.1bpp, MA, strength=7 b) 0.1bpp MB, strength=7 

 

 
 c) 0.1bpp MB, strength=255 d) 0.1bpp, MBO LSM, strength=255 

 

Fig. 7.  Examples of performance comparison of the presented mask 

creation methods using the mask from Fig. 5b, 0.1 bpp as target bitrate for 
the image and various strengths. 

process does not yield better results anymore (this explains 

also drop of the overall PSNR in the method A). The 

performance of the MBO LSM method is the best for the 

ROI area, however bigger strengths have to be used and we 

pay with heavy drop of the overall PSNR, so strength above 

15 should be avoided. 

 

 

Fig. 4.  Performance of the MA and MA LSM methods on Lena image 

compressed at 0.1 Bpp using different strength parameter. In MA is the 

mask lossy compressed to 0.01 Bpp. PSNR achieved in the ROI (weighted 

formula for MSE used) and in whole image can be compared. 

 

 

Fig. 5.  Performance of the MB method and its variants on Lena image 

compressed at 0.1 bpp using different strength parameter.  In MB is the 

mask lossy compressed to 0.01 bpp. PSNR achieved in the ROI (weighted 

formula for MSE used) and in whole image can be compared. 

 

Fig. 6.  Performance comparison of the MA and MB methods on Lena 

image compressed at 0.1 bpp using different strength parameter.  In the 

lossy variants is the mask lossy compressed to 0.01 bpp.  

Finally, the comparison of the best variants of MA and 

MB are given in the Fig. 6. As we can see, in the interesting 

part of the graph (strength <= 15) the MA clearly 

outperforms the MB methods – taking the same overall 

PSNR, the PSNR in the ROI is better for MA. Even more, 

the MA very slightly outperforms MBO LSM in the 

absolute PSNR achieved in the ROI. This leads us to 

important statement that is proven at least for tested image 

and bitrates: The JPEG 2000 algorithm makes sure that all 

spectral coefficients that could affect the ROI are taking in 

account, however this approach does not assure best 

performance from the rate/distortion sense. Simple 

averaging with as the MA method could achieve 

significantly better results. 

Some representative results of compression are given in 

Fig. 7. All masking method enhance the facial area as 

expected. At strength = 7 the MA and MB perform visually 

similar, the 0,85 PSNR difference in the ROI is not visible. 

With strength set to maximum 255 the overall degradation is 

more visible in the MB than in MB LSM. Note, that though 

the MB method (as the MA method) has low PSNR in the 

face area, the facial details are preserved very good, there is 

notable only low pass distortion. 
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VI. CONCLUSION 

In the presented contribution we demonstrate the 

performance of the selected basic hierarchical mask creation 

methods. The geometric/averaging principle is compared to 

“take all, that can have influence on” (JPEG 2000) principle. 

As the results show, the JPEG 2000 ROI approach can be 

outperformed in the rate/distortion sense by even simple 

averaging method. When the primary stress is really on the 

ROI area and overall PSNR is not important measure, there 

is probably space to further enhance the averaging method 

to better keep the ROI shape and do not drop down at 

strengths 7-15.  
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Abstract—DNS64 and NAT64 are IPv6 transition 

technologies enabling IPv6 only clients to communicate with 

IPv4 only servers. Mtd64-ng is a novel DNS64 implementation, 

being a successor of MTD64. In this paper, the performance of 

mtd64-ng is compared with that of MTD64 and BIND. The 

details of the measurements are fully disclosed. It is found that 

under heavy load conditions mtd64-ng can answer six times as 

many “AAAA” record requests per second than BIND. Mtd64-

ng fixed two issues of MTD64 and also outperformed its 

predecessor by answering 46% more “AAAA” record requests 

per second under heavy load conditions. 

 

Keywords—BIND, DNS, DNS64, IPv6 transition, MTD64, 

mtd64-ng, performance comparison 

 

I. INTRODUCTION 

The DNS64 [1] IPv6 transition technology (together with 

NAT64 [2]) enables clients having only IPv6 addresses to 

communicate with servers having only IPv4 addresses. 

Several free software [3] (also called open source [4]) 

DNS64 implementations exist. The stability and 

performance of BIND, TOTD, PowerDNS and Unbound 

were examined and compared in [5]. Two of them (BIND 

and PowerDNS) are multithreaded, thus they can benefit 

from the current multi-core CPUs, whereas the other two 

ones are single-threaded. A novel DNS64 implementation, 

namely MTD64 (Multi-Threaded DNS64) was developed at 

the Department of Networked Systems and Services, 

Budapest University of Technology and Economics [6]. The 

novelty of this implementation is that it starts a new thread 

for each request and therefore it can inherently utilize the 

computing power of all cores of a multi-core CPU. Its 

performance was compared to that of BIND and it was 

found that MTD64 seriously outperformed BIND 

concerning the number of answered “AAAA” record 

requests per second [7]. 

However, MTD64 is vulnerable to DoS (Denial of Service) 

attack by design: an attacker can force MTD64 to start a 

high number of threads, which may exhaust the memory of 

the computer. Therefore, MTD64 has been redesigned and 

re-implemented as mtd64-ng by Daniel Bakai [8]. The new 

design contains a thread pool of a fixed size (which is a 

configuration parameter), thus it spares the extra work of 
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starting and terminating threads. In addition to that, mtd64-

ng has a full object oriented design, whereas MTD64 was 

written mostly in C to achieve higher speed (C++ was used 

for convenient thread handling plus a class was used for 

storing the configuration parameters) [9]. MTD64 had 

another problem: memory leaking was experienced during 

its performance testing. This problem is fully eliminated in 

mtd64-ng by using the RAII idiom (Resource Acquisition Is 

Initialization) [10]. The most important design and 

implementation details of mtd64-ng can be found in the 

developer documentation of mtd64-ng [11]. 

The aim of this paper is to check whether mtd64-ng kept the 

high performance of MTD64 after its redesign and 

reimplementation. For this purpose, the performances of 

mtd64-ng, MTD64 and BIND are measured and compared 

using a similar test setup to that of [9]. 

II. METHOD FOR TESTING 

A. Overview 

The principles of the DNS64 testing method were laid down 

in [12]. In short, a high number of queries for “AAAA” 

records (IPv6 addresses) are sent to the DNS64 server. The 

requests contain different domain names which have only 

“A” records (IPv4 addresses) and no “AAAA” records. 

Therefore, the DNS64 server needs to synthesize them. It 

happens as follows. When the DNS64 server receives an 

“AAAA” record request for a particular domain name then 

first, it asks the normal DNS system for an “AAAA” record 

of the given domain name. Since it receives an empty 

answer, second, it sends an “A” record request to the DNS 

system for the same domain name. Now it receives a valid 

answer and it synthesizes a so-called IPv4 embedded IPv6 

address using the prefix, which was set in its configuration 

file and embeds the 32 bits of the “A” record (IPv4 address). 

Finally it returns the synthesized IPv6 address. 

The testing method has been improved over time. Originally, 

bash shell scripts were applied using the standard Linux host 

command. As its default behavior, it also requested an “MX” 

record [13]. Then, the request for the “MX” record was 

eliminated in order to focus on the “AAAA” record only 

[14]. Next, the shell script was partially rewritten in C to be 

able to provide high enough load for testing multi-core 

CPUs [5]. After that, the whole test program was 

implemented in C [15], which was named dns64perf. 

This program has added another factor of freedom: the user 

may set the number of threads to be able to tune the intensity 

of the load, however the number of sent queries was still 
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fixed. Finally, this program was modified to be able to tune 

the number of sent queries and the second version of the 

program was used in our before mentioned paper for testing 

the performance of MTD64 [7]. The operation of the 

dns64perf program and its changes in the second version 

(dns64perf2) are well documented in [15] and in [7], 

respectively.  Therefore, now we give only a short summary 

of the testing method. 

B. Namespace 

The n1-n2-n3-n4.dns64perf.test independent 

namespace is used, where n1, n1, n3 and n4 are integers in 

the [0, 255] interval. The elements of the namespace are 

mapped by a local authoritative DNS server to the 

n1.n2.n3.n3 IPv4 addresses. 

C. Measurement Program Details 

An experiment is composed of the queries for “AAAA” 

records of 256 different domain names. The 256 queries are 

sent by n threads, were n must be a power of 2 (e.g. 1, 2, 4, 

8, 16, etc.) and each thread sends 256/n number of queries 

sequentially in a way that the next query can be sent after 

receiving the reply for the current one. Thus parameter n can 

be used to tune the intensity of the load. The execution time 

of an experiment is measured and printed to the standard 

output of the program (in milliseconds). Whereas the old 

version of the program (dns64perf) always performed 

exactly 256 experiments, dns64perf2 has a further 

parameter: b, and it executes b*256 number of experiments 

(to be able to perform longer tests continually). 

D. Test Setup and Measurements 

The topology of the test network is shown in Fig. 1. The 

three DNS64 implementations were executed by an Odroid 

C1+ single board computer (see top right) to be able to 

produce high enough load by the laptop computer (see at the 

bottom). The authoritative DNS server was a modern 

desktop computer to avoid being a bottleneck (see top left). 

The measurements were performed using different 

parameters. First, the optimal value for the number of 

working threads of mtd64-ng was determined by executing a 

series of measurements using 1, 2, 4, 8, 16, 32, 64 or 128 

working threads and generating the possible highest load by 

the dns64perf2 program using 32 threads in it. Then the 

number of working threads of mtd64-ng was set fixed to the 

value that resulted in the best performance of mtd64-ng, and 

the performances of the three DNS64 implementations were 

compared under different load conditions produced by using 

different number of threads in the dns64perf2 test 

program. Besides the execution time of the dns64perf2 

program, also the CPU utilization of the DNS64 server was 

measured to give more insight into the behavior of the three 

DNS64 implementations. Finally, MTD64 and mtd64-ng 

were tested against memory leaking by executing extremely 

long tests. 

The measurements were carried out by several scripts 

disclosed in the next subsection. 

E. Measurement Scripts 

The “main” measurements were performed by the following 

bash script: 

#!/bin/bash 

#Paramaters: 

server=2001:2::1  # IPv6 addr. of the DNS64 server 

dns64=mtd64-ng    # DNS64 server (set manually) 

b=4               # the length of the measurement 

 

for (( i=0; i<6; i++ )) 

do 

  nth=$((2**i));  # number of threads 

  ssh $server ./stats $dns64 $nth & 

  sleep 1 

  ./dns64perf2 $i $b $nth 1 $server > \ 

    odroid-${dns64}-$nth 

  ssh $server killall dstat 

  sleep 5 

done 

As it can be seen, variable i took the values from 0 to 5 that 

is the number of threads were: 1, 2, 4, 8, 16 and 32. 

The above script started the stats script on the DNS64 

server to log the CPU utilization using the dstat Linux 

command. The contents of the stats script was: 

#!/bin/bash 

nice -n 10 dstat -c --output \ 

  dns64-stats-$1-$2.dstat > /dev/null 

Before the execution of the “main” measurements, we 

needed to optimize the number of working threads to be set 

in the configuration file of mtd64-ng. For this purpose, the 

modified version of the first script was used: 

#!/bin/bash 

#Paramaters: 

server=2001:2::1  # IPv6 addr. of the DNS64 server 

dns64=mtd64-ng    # DNS64 server (set manually) 

b=4               # the length of the measurement 

 

for (( i=0; i<8; i++ )) 

 

Fig. 1. Topology of the test network 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 5, No. 3 (2016)

161



 

do 

  nth=$((2**i));  # No.of mtd64-ng working threads 

  ssh -l root $server ./set-mtd64-ng-wth $nth  

  ssh $server ./stats $dns64 $nth & 

  sleep 1 

  ./dns64perf2 0 $b 32 1 $server > \ 

    odroid-${dns64}-$nth 

  ssh $server killall dstat 

  sleep 5 

done 

During the optimization process, the number of threads used 

in dns64perf2 was always 32 (see its third parameter) to 

ensure the highest possible load. Variable nth (taking the 

values 1, 2, 4, 8, 16, 32, 64, 128) denoting the number of 

working threads was set in the configuration file of mtd64-

ng by the set-mtd64-ng-wth script: 

#!/bin/bash 

killall mtd64-ng 

cd /etc 

cp mtd64-ng.conf.core mtd64-ng.conf 

echo "num-threads $1" >> mtd64-ng.conf 

mtd64-ng 

The script for testing memory leaking was much simpler 

than the above measurement scripts. It executed only one but 

very long test, achieving it by using 255 for the value of b, 

and thus performing 255*256*256 “AAAA” queries. Its 

content was: 

#!/bin/bash 

#Paramaters: 

server=2001:2::1  # IPv6 addr. of the DNS64 server 

dns64=mtd64-ng    # DNS64 server (set manually) 

b=255             # length of the measurement 

 

ssh $server ./memstat $dns64 & 

sleep 1 

./dns64perf2 0 $b 32 1 $server > \ 

  odroid-${dns64}-mem 

ssh $server killall pidstat 

The above script started the memstat script on the DNS64 

server to log the memory utilization using the pidstat 

Linux command. The contents of the memstat script was: 

#!/bin/bash 

nice -n 10 pidstat -h -r -p $(pidof $1) 1 | \ 

  grep $1 > dns64-mem-stats-$1 

For the repeatability of our measurements, we provide 

configuration details in the following subsections. 

F. Hardware and Software Parameters  

1) Authoritative DNS Server 

Desktop computer with: 3.2GHz Intel Core i5-4570 CPU (4 

cores, 6MB cache), 16GB 1600MHz DDR3 SDRAM, 

250GB Samsumg 840 EVO SSD, Realtek RTL8111F PCI 

Express Gigabit Ethernet NIC; Debian 8.2 GNU/Linux 

operating system, 3.2.0-4-amd64 kernel, BIND 9.9.5-

9+deb8u3-Debian 

2) DNS64 server 

Odroid C1+ single board computer with: 1.5GHz quad-core 

ARM Cortex A5 CPU (4 cores, 512kB cache), 1GB DDR3 

SDRAM, 16GB Kingston micro SD card, 1000BaseTX 

Ethernet NIC; Ubuntu 14.04.4 LTS GNU/Linux operating 

system, 3.10.80-131 armv7l kernel, BIND 9.9.5-3ubuntu0.8-

Ubuntu, MTD64 from [16], mtd64-ng from [8]. 

3) Tester 

Dell Latitude E6400 series laptop with: 2.53GHz Intel 

Core2 Duo T9400 CPU (2 cores, 6MB cache), 4GB 

800MHz DDR2 SDRAM, 250GB Samsumg 840 EVO SSD, 

Intel 82567LM Gigabit Ethernet NIC; Debian 8.2 

GNU/Linux operating system, 3.2.0-4-amd64 kernel, 

dns64perf2 from [17]. 

4) Switch 

3CGSU05 5-port 3Com Gigabit Ethernet switch. 

G. Authoritative DNS Server Configuration 

1) BIND settings 

The /etc/bind/named.conf.local file contained 

the following settings: 

zone "dns64perf.test" { 

        type master; 

        file "/etc/bind/db.dns64perf.test"; 

}; 

2) Zone file 

The db.dns64perf.test zone file was generated by the 

following bash script: 

#!/bin/bash 

cat > db.dns64perf.test << EOF 

 

\$ORIGIN dns64perf.test. 

\$TTL    86400 

@  IN  SOA  localhost. root.localhost. ( 

        2016012901     ; Serial 

            604800     ; Refresh 

             86400     ; Retry 

           2419200     ; Expire 

            86400 )    ; Negative Cache TTL 

; 

@       IN      NS      localhost. 

 

EOF 

 

for a in {0..6} # to provide independent namespace 

do 

  for b in {0..10} # see parameter b of dns64perf2 

  do 

    for c in {0..255} 

    do 

      echo '$'GENERATE 0-255 $a-$b-$c-$ \ 

        IN A $a.$b.$c.$ >> db.dns64perf.test 

    done 

  done 

done 

echo "" >> db.dns64perf.test 

The memory leaking tests required only single but much 

larger namespace. Therefore, the for cycle for a was 

omitted (the value of a was set to 0) and the value of b was 

running from 0 to 255, thus the size of the namespace was 

2563=16M. 

H. DNS64 Server Configuration 

1) BIND 

The /etc/bind/named.conf.options file contained 

the following settings: 

options { 

        directory "/var/cache/bind"; 

        forwarders { 192.168.1.147; }; 

        forward only; 

        dns64  2001:db8::/96 { }; 
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        dnssec-validation no; 

        auth-nxdomain no 

        listen-on-v6 { any; }; 

}; 

We note that dnssec validation was switched off for the fair 

comparison with the two other DNS64 implementations. 

2) MTD64 

The settings.conf file contained the following 

settings: 

nameserver 192.168.1.147 

dns64-prefix 2001:db8::/96 

debugging no 

timeout-time-sec  1 

timeout-time-usec 0 

resend-attempts   1 

response-maxlength  512 

3) Mtd64-ng 

The /etc/mtd64-ng.conf file contained the following 

settings: 

nameserver 192.168.1.147 

dns64-prefix 2001:db8::/96 

debugging no 

timeout-time  1.0 

resend-attempts   1 

response-maxlength  512 

port 53 

num-threads 16 # for the "main" measurements 

III. RESULTS 

A. Number of Working Threads for Mtd64-ng 

The measurement results of the experiment series for 

determining the optimal number of working threads of 

mtd64-ng are presented in Table I. The first row specifies 

the number of working threads used in mtd64-ng. The 

average and the standard deviation of the execution time of 

an experiment (256 queries) are shown in rows 2 and 3, 

respectively. The number of the replied “AAAA” record 

queries per second (N) is shown in row 4, which was 

calculated according to (1), where T denotes the average 

execution time of one experiment (resolution of 256 

“AAAA” record queries) specified in milliseconds. 

exp

ms
T

s

ms
1000*

exp

query
256

N =
 (1) 

As it was expected, first, the number of server requests per 

second increased with the number of working threads. It 

reached its maximum value at 16 working threads and then it 

showed degradation up to 128 working threads. Therefore, 

the number of working threads was set to 16 for the 

following experiments and all three DNS64 implementations 

were tested under the same conditions. 

TABLE I.  DNS64 PERFORMANCE OF MTD64-NG AS A FUNCTION OF THE NUMBER OF WORKING THREADS, USING ALWAYS 32 THREADS IN DNS64PERF2 

1 No. of working threads in mtd64-ng 1 2 4 8 16 32 64 128 

2 Execution time of 256 

queries (ms) 

average 82.53 53.05 37.18 29.37 27.40 36.89 36.79 36.93 

3 std. dev. 2.35 0.80 0.60 0.84 2.49 3.84 3.78 3.90 

4 No. of served queries per sec. (q/s) 3102 4826 6885 8716 9342 6940 6959 6933 

 

TABLE II.  DNS64 PERFORMANCE OF BIND 

1 Number of threads used in dns64perf2 1 2 4 8 16 32 

2 
Execution time of 256 queries (ms) 

average 517.60 291.78 183.20 165.99 163.01 166.32 

3 standard deviation 34.78 28.46 6.63 14.95 11.14 8.48 

4 Number of served queries per second (query/sec) 495 877 1397 1542 1570 1539 

5 
DNS64 server CPU utilization (%) 

average 34.55 52.45 82.42 90.45 92.32 93.03 

6 standard deviation 8.20 2.58 1.90 3.59 2.73 2.28 

 

TABLE III.  DNS64 PERFORMANCE OF MTD64 

1 Number of threads used in dns64perf2 1 2 4 8 16 32 

2 
Execution time of 256 queries (ms) 

average 125.81 75.25 50.54 42.15 40.62 40.30 

3 standard deviation 2.69 1.24 11.47 2.56 5.57 1.80 

4 Number of served queries per second (query/sec) 2035 3402 5066 6073 6302 6353 

5 
DNS64 server CPU utilization (%) 

average 23.43 39.28 61.44 76.58 87.22 88.45 

6 standard deviation 2.76 1.12 3.03 1.19 1.95 1.39 

 

TABLE IV.  DNS64 PERFORMANCE OF MTD64-NG USING 16 WORKING THREADS 

1 Number of threads used in dns64perf2 1 2 4 8 16 32 

2 
Execution time of 256 queries (ms) 

average 117.20 67.65 44.80 34.90 30.74 27.56 

3 standard deviation 0.65 0.97 1.21 1.07 2.29 2.62 

4 Number of served queries per second (query/sec) 2184 3784 5714 7335 8328 9289 

5 
DNS64 server CPU utilization (%) 

average 20.63 34.64 51.89 67.18 76.93 83.87 

6 standard deviation 1.15 0.92 0.69 0.87 1.14 1.43 
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B. Performance Comparison 

The performance measurement results are presented in 

identical tables for all three DNS64 implementations: Table 

II, Table III and Table IV contain results of BIND, MTD64 

and mtd64-ng, respectively. In each table, the first row 

specifies the number of threads used in dns64perf2. The 

number of threads is used for setting higher and higher 

loads, but we note that doubling the number of threads does 

not result in exactly double intensity of the load. The 

average and the standard deviation of the execution time of 

an experiment (256 queries) are shown in rows 2 and 3, 

respectively. The number of served queries per second was 

calculated according to (1) and it is given in row 4. The 

average and the standard deviation of the CPU utilization of 

the DNS64 server computer are displayed in rows 5 and 6, 

respectively. (100% denotes the aggregated CPU capacity of 

the four cores.) We note that the CPU utilization was 

calculated as subtracting the idle time percentage from 

100%. (See [5] for the justification of this method.) 

Our most important result is that mtd64-ng has seriously 

outperformed BIND at any load conditions by answering 4-6 

times higher number of queries than BIND (it was 2184 vs. 

495 at 1 thread and 9289 vs. 1539 at 32 threads.) The 

performance of mtd64-ng was similar to that of MTD64 

under low load (1 thread) and the difference increased with 

the increase of the load: mtd64-ng significantly 

outperformed MTD64 under high load (it was 9289 q/s vs. 

6353 q/s at 32 threads). 

The observation of the CPU utilization values gives a deeper 

understanding of the behavior of the three DNS64 

implementations. BIND used visibly more computing power 

(34.55%) at 1 thread than MTD64 (23.43%) or mtd64-ng 

(20.63%). BIND could increase its performance until its 

CPU utilization approached 90% at 8 threads, and then 

neither the number of served queries nor the CPU utilization 

could significantly grow. MTD64 needed significantly less 

CPU power and its performance showed similar saturation at 

16 – 32 threads (6302q/s – 6353q/s). As the CPU utilization 

of mtd64-ng was even lower it could significantly increase 

its performance even during the 16 – 32 threads change 

(8328q/s – 9289q/s). 

C. Discussion 

As for the question why both MTD64 and mtd64-ng could 

seriously outperform BIND, we can mention multiple 

reasons. First of all, our measurement method eliminates the 

possible performance gain of caching. Whereas this aspect 

of our testing method complies with the requirements of the 

relevant Internet Draft [18], the measurement method 

impairs the measured performance of DNS64 implementa-

tions that use caching as they waste a significant amount of 

CPU cycles with maintaining their caches (without any 

possible performance gain).  Another factor can be that both 

MTD64 and mtd64-ng are simple and tiny thus their 

working sets [19] better fit into the L1 or L2 cache of the 

CPU of the DNS64 server than that of BIND, thus they can 

be executed faster than BIND. 

Our results definitely show that mtd64-ng not only kept the 

high performance of MTD64 but even significantly 

outperformed it. We identify one of the reasons as the usage 

of a thread pool: thus no thread creation is necessary for the 

processing of every single new requests. Since the 

processing of “AAAA” record requests does not require 

much computation but only constructing and sending two 

requests (first, for an “AAAA” record and, after an empty 

answer, for an “A” record) to the authoritative DNS server 

and synthesizing the reply and sending it back to the client, 

the thread creation overhead may be significant. We also 

consider that mtd64-ng has a better quality source code than 

MTD64, which may also result in higher performance. 

D. Memory Leaking and Vulnerability to DoS Attacks 

As for the memory leaking tests, on the one hand, MTD64 

showed so high memory leaking that the test could not be 

fully performed, because MTD64 was unable to respond (in 

time) and the dns64perf2 ran out of available sockets. 

On the other hand, mtd64-ng showed no memory leaking at 

all: both VSS (virtual set size) and RSS (resident set size) 

were constant during the measurements. Thus mtd64-ng 

proved to be totally free of memory leaking. 

MTD64 starts a separate thread for every single request and 

thus it is susceptible to the kind of DoS attacks where the 

memory of the DNS64 server is exhausted by sending too 

many “AAAA” record requests per second. Using a fixed 

sized thread pool, mtd64-ng is no more susceptible to this 

kind of DoS attack. 

IV. CONCLUSION 

We conclude that mtd64-ng, the successor of MTD64 fixed 

the memory leaking and vulnerability to DoS attacks issues 

of MTD64 and also significantly outperformed it. We plan 

to test and develop this promising DNS64 implementation 

further. 
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Abstract—With steady traffic volume growth in the core 

networks, it is predicted that the future optical network 

communication will be constrained mainly by the power 

consumption. Hence, for future internet sustainability, it will 

be a mandate to ensure power-efficiency in the optical 

networks. Two paradigms known to support both, the traffic 

heterogeneity and high bandwidth requests are the: (i) next 

generation flexible (or elastic) orthogonal frequency division 

multiplexing (OFDM) based networks which provide flexible 

bandwidth allocation per wavelength, and (ii) currently 

deployed mixed-line-rate (MLR) based networks which 

provision the co-existence of 10/40/100 Gbps on varied 

wavelengths within the same fiber. In this work, the power-

efficiency of an OFDM, and a MLR based network has been 

compared for which, a mixed integer linear program (MILP) 

model has been formulated considering deterministic traffic 

between every network source-destination pair. The 

simulation results show that in regard to power-efficiency, the 

OFDM based network outperforms the MLR based network. 

 

Keywords—Elastic optical networks, mixed line rate optical 

networks, MILP, power-efficiency, spectrum-efficiency. 

 

I. INTRODUCTION 

For satisfying request(s) of the various heterogeneous 

services having different applications and varied bandwidth 

requirements, the legacy 10 Gbps optical transport 

networks have been upgraded to the 40 and/or 100Gbps 

networks via the adoption of a mixed line rate (MLR) 

strategy [1]. MLR networks are spectrum-efficient as they 

provision the co-existence of 10/40/100 Gbps on varied 

wavelengths within the same fiber, and further, decrease 

the overall transmission cost owing to volume discount of 

the high bit-rate transponders [2]. However, the MLR based 

networks follow the ITU-T defined fixed-grid which 

necessitates the admission of all the channels within a fixed 

50 GHz channel spacing [2], which may (i) not be adequate 

for high speed channels, and (ii) under-utilize spectrum for 

low bit-rate requests. Hence, for pursuing technologies for 

future networks, flexi-grid systems need to be adopted 

which can adjust the bandwidth utilization as per the 

demands, and also provision long transmission range (TR) 

and high spectral-efficiency (SE) [3, 4].  

Recent studies have identified Orthogonal Frequency- 
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Division Multiplexing (OFDM) as the technology to enable 

the flexi-grid system based networks [5, 6]. In OFDM, 

several orthogonal carriers (individual carrier is referred to 

as a subcarrier) are modulated and the composite signal is 

then carried over an individual wavelength, via a fiber, and 

further, many such wavelengths are multiplexed within the 

fiber. Further, in an OFDM based flexi-grid network (i) the 

ITU-T defined standardized granularity of 12.5 GHz [6] is 

followed, (ii) on the basis of requirement(s), wider channels 

are created by combining the spectrum units (also called as 

slots), and (ii) use of multiple subcarriers ensures that the 

wavelength capacity can be zoned into finer granularities, 

hence provisioning increased flexibility in capacity 

allocation to the heterogeneous demands. Such elastic 

networks make use of the flexible transceivers (referred to 

as Bandwidth Variable Transponders (BVTs) in this study) 

which allows many demand serving options by making a 

decision on the modulation format, bit-rate, and/or 

spectrum, and making a choice which provides adequate 

TR performance. Hence, any BVT with a cost c , r Gbps of 

transmission rate tuning, and using the spectrum slot(s) of 

bandwidth b  and guardband g , leads to p  amount of 

power consumed in order to transmit with a satisfactory 

quality of transmission (QoT), for l  km of distance [7]. 

Further, compared to MLR networks, in OFDM based 

networks, based on the various scenarios, the overall power 

incurred is different, which can be explained as follows: let 

there occur a 100 Gbps demand between two nodes a-b of 

the network. To satisfy such a demand, there may exist(s) 

multiple paths which are connected via the fiber links 

between the two network nodes a-b. Also, it may occur that 

the demand (i) is set up using a transparent (i.e., an all-

optical channel (wavelength)) resulting in minimum 

network cost, or (ii) at the increased load values, owing to 

the signal reach constraint (which restricts high bit-rate 

signal(s) to traverse only a short distance before the 

regeneration requirement), there is no end-to-end 

transparent route, and hence, between the multiple 

channels, the demand will require splitting up. Further, the 

used channels may traverse via the same or through 

different fibers, and therefore, varied overall network power 

will be incurred. Hence, in the complete network with many 

requests, and the (i) wavelength-continuity constraint, (ii) 

capacity constraint, and (iii) maximum subcarrier 

constraint [3, 4], the optimization problem of minimizing 
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power consumption is challenging. 

In this work, we compare the power efficiency of OFDM 

and MLR based networks. We propose and formulate a 

mixed integer linear program (MILP) model that minimizes 

power consumption of a specific network with a-priori 

traffic requests. The traffic is assumed to be deterministic 

(static) specified by a traffic matrix containing forecasted 

mean traffic between various source-destination (s-d) pairs. 

It must be noted that for the comparisons, we have not 

considered the single line rate (SLR) based networks, as 

existing studies have already established that under most 

traffic load values, the MLR networks are power-efficient 

compared to the SLR networks [2, 8, 9]. 

Rest of the paper is structured as follows: In Section II, 

we detail the problem formulation and the power model 

used in the study. Section III presents and discusses the 

various obtained simulation results. Finally, in Section IV, 

we conclude the study.  

 

II. PROBLEM FORMULATION 

A. MILP Model 

In this sub-section we detail the developed MILP 

mathematical model for power-optimization in an OFDM-

based optical network, which is as follows: 

 

Input parameters: 

( , )G V E : Network topology comprising of a set of V nodes 

and a set of E links; 

 s dT   : Matrix consisting of the traffic having the total 

Gbps requests of s d  between an s-d pair;  

R: Rate for an individual subcarrier;  

CTP: Transponder power cost (fixed);  

CS: Individual subcarrier cost (fixed); 

CA: In-line amplifier cost;  

Amn: On a fiber, the amplifier numbers over the link with 

nodes m and n. For a span distance L = 80 km between 

adjacent amplifiers (EDFAs), the amount of EDFAs for the 

link of a fiber is given as  1 2m n mnA L L   ; where, 

Lmn denotes length of span of the fiber between m and n. 

Cp: Power cost of electronic processing (per Gbps) cost i.e., 

cost of Optical-Electrical-Optical (OEO) conversion. 

W: Maximum amount(s) of the wavelength(s) on a link 

 1, 2,....W ;  

lmn: Link (physical) between m and n;  

Pmn: Lightpath(s) set passing through the link lmn. 

 

Variables: 

i jL  : Variable (binary) referring to lightpath(s) number(s) 

over wavelength   over link i- j;  
s d

i jT : Variable (integer) referring to the traffic volume from 

s to d routed over link i- j.  

OFmn: Variable (integer) referring to the number of optical 

fibers over a physical link (m, n). 

Dj: Variable (integer) which denotes the data amount that is 

carried by the lightpaths ending at node j. 
k

i j
S


: Variable (binary) denoting whether kth subcarrier in 

wavelength   is utilized over the path between nodes i- j. 

 

Problem formulation: 

Minimize overall network power which is mathematically 

given as follows:  

,

k

s ij TP A m n mn
i j

i j k i j m n

j p

j

S C T C C A OF

D C


 

     

 

  


. (1) 

The objective function in (1) consists of power due to the 

(i) BVTs, which in turn consists of a variable and a fixed 

power consumption (detailed in sub-section 2.2), (ii) fiber 

amplifiers in the network, and (ii) electronic processing 

used for setting up the multi-hop connections. Further, the 

objective function in (1) is constrained by  

(i) the capacity constraint requiring the amount of 

subcarriers which are set up over the total wavelengths 

on a path to support the flow of aggregate traffic on that 

route, given as 

),(

,

jiTSR

k ds

ds
ji

k

ji

 
 

, (2) 

),,( kjiWS

k

k

ji


  , (3) 

(i)  the constraint to avoid wavelength clash, given as 
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(ii)  the conservation of traffic flow on each path, given as 
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, (5) 

(iii) the total of flows ending at node j i.e., sum traffic at 

every node requiring electronic processing, given as 

djsiTE

ds i

ds
jij  ,

, ,  (6) 

(iv) the constraints which signify whether, at least, there 

occurs utilization of one subcarrier for specific path i-j 

and wavelength  , which results in lightpath  liting 

up for that specific path-wavelength combination, 

given as 
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Fig.1.  Architecture of a Bandwidth Variable Transponder. 

 

B. Power Model 

In our study, as shown in (1), the BVT power model 

consists of a (i) variable (dynamic) part, depending on the 

subcarrier(s) number(s) allocated for every lightpath, and 

(ii) fixed (static) part, accounting for power of the 

transponder. 

Further, fixed part of the BVT is the major power 

consumer, whereas, variable part of the BVT alters with the 

accommodation of flexible bandwidth when various 

subcarrier(s) number(s) are modulated at the appropriate 

level(s). The BVT model of our study, shown in Fig. 1, 

consists of (i) two digital signal processing (DSP) modules, 

(ii) one digital-to-analog (DAC) module, (iii) one analog-

to-digital convertors (ADC) module, and (iv) optical 

transmitters and receivers i.e., optical-to-electrical 

(transmitters) and electrical-to-optical (receivers) modules. 

According to the studies in [10-13], the power consumed 

by BVTs supporting a maximum bandwidth of 100 Gbps 

can be gauged by utilizing the power consumption values of 

the following modules: (i) DSP: approximately 50-70 W, 

(ii) DAC/ADC, and (iii) optical transmitters and receivers. 

From the studies in [10, 11], the variable power 

consumption of a BVT is: 180 mW/Gbps of the bandwidth, 

approximately. Hence, as per the combined figures from 

[10-13], the aggregate power consumed by a BVT 

supporting a maximum bandwidth of 100 Gbps is 

approximately in the 120-140 W range. Further, the power 

consumed by the 10/40/100 Gbps transponders is 40 W, 

100 W, and 210 W [14-16], respectively.  

In our simulations, we have compared the MLR and 

OFDM based networks with a BVT power consumption 

which is fixed, and is given by the following equation 

BVT DSP ADC DACP P P P   , (9) 

Hence, from (9), we obtain the BVT power consumption 

with fixed values of 120 W, 140 W, and 160 W. Further, 

we also use a value of 192 W which is chosen so that the 

aggregate network power consumption can be compared for 

the case when, a 100 Gbps transponder and a BVT with 

utmost 100 Gbps bandwidth, incur the same power 

consumption. The aforementioned implies that power 

consumption of the BVT for the operation at 100 Gbps 

is WmW 210)]100180()192[(  . The normalized 

consumed power values are hence summarized in Table I. 

 

TABLE I NORMALIZED POWER COST OF VARIOUS COMPONENTS. 

Component Normalized Power Cost 

 10 

Gbps 

40 

Gbps 

100 

Gbps 

OFDM 

Transponder 1 2.7 5.8 M + 0.005x, where 

M = 3.5,3.8, 4.1, 5.3 

x = bandwidth in Gbps 

Amplifier 0.25 per fiber [8] 

OEO 

Processing 
0.5x, where x = bandwidth in Gbps [8] 

 

It must be noted that the power consumption values of 

BVTs are as per the recently available data, and also, to the 

best of our knowledge, BVTs for long distance optical 

communication are not yet commercialized. Hence, in our 

study, we assume a BVT with utmost power consumption, 

which at full load, provisions the same power consumption 

as a single carrier transponder at the same bandwidth. The 

aforementioned assumption exploits the ability of BVT’s 

power consumption adjustment with bandwidth, which 

corresponds to the variable part of the consumed power. 

Therefore, as an example, to support a demand of 40 Gbps, 

(i) as a worst case scenario, a 100 Gbps BVT as per our 

values has units5.5)]40005.0(3.5[   of normalized 

power consumption (see Table 1), whereas (ii) for the case 

of a single carrier, a 100 Gbps transponder incurs 

units5.5 . We intend to capture the aforementioned 

particular scenario in our study.  

III. SIMULATION RESULTS AND DISCUSSION 

The formulated MILP is solved for the NSFnet backbone 

network topology shown in Fig. 2 and its corresponding 

traffic demand matrix shown in Table II [1]. To model 

traffic loads with higher values, the base traffic matrix 

mentioned Table II is scaled by appropriate constant values.  

 

 
 

Fig.2. NSFNet topology (link lengths in km). 
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TABLE II TRAFFIC MATRIX FOR NSFNET NETWORK (EACH ENTRY IN GBPS). 

Node 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

1 0 2 1 1 1 4 1 1 2 1 1 1 1 1 

2 2 0 2 1 8 2 1 5 3 5 1 5 1 4 

3 1 2 0 2 3 2 11 20 5 2 1 1 1 2 

4 1 1 2 0 1 1 2 1 2 2 1 2 1 2 

5 1 8 3 1 0 3 3 7 3 3 1 5 2 5 

6 4 2 2 1 3 0 2 1 2 2 1 1 1 2 

7 1 1 11 2 3 2 0 9 4 20 1 8 1 4 

8 1 5 20 1 7 1 9 0 27 7 2 3 2 4 

9 2 3 5 2 3 2 4 27 0 75 2 9 3 1 

10 1 5 2 2 3 2 20 7 75 0 1 1 2 1 

11 1 1 1 1 1 1 1 2 2 1 0 2 1 61 

12 1 5 1 2 5 1 8 3 9 1 2 0 1 81 

13 1 1 1 1 2 1 1 2 3 2 1 1 0 2 

14 1 4 2 2 5 2 4 4 1 1 61 81 2 0 

 

The number of available wavelengths (W) is assumed to 

be 16 wavelengths per link, and 16-QAM modulation 

format is assumed for every subcarrier. The OEO 

(electronic) processing and EDFAs power consumptions are 

as specified in [8]. From the study in [17], it is known that 

with an overhead of less than 10% for the cyclic prefix, at 

100 Gbps rate of data, the least size of FFT corresponds to 

2048. Hence, with assumption of the use of a standard 

single-mode fiber (SSMF) and a 1000 km tolerance for 

chromatic dispersion, a 3.9 ns length of cyclic prefix is used 

in the simulations so as to achieve a 10 % symbol overhead 

comprising of overheads such as, training symbol, FEC, 

Ethernet, and phase-noise compensation. For the MLR 

based fixed-grid network, we use the MILP formulation 

from [8] to minimize the power consumption. Further, 

compared to a similar bandwidth OFDM signal, for the 

MLR based network, each 10/40/100 Gbps transponder has 

the same TR. For conducting the simulations, we have used 

the ILOG CPLEX on an Intel Core 2 Duo machine which 

has a 2.0 GHz processor with 4 GB memory and the 

Ubuntu operating system, with which, each run of the 

MILP takes approximately 1-2 hours. 

Fig. 3 compares the normalized power cost for an OFDM 

and a MLR based network. It can be seen from the figure 

that for various load values, an OFDM based network is 

highly power efficient compared to a MLR based network. 

It is also seen that for high values of traffic load, compared 

to the MLR based network, the saving(s) in power increases 

for an OFDM based network since the spectral resources 

are less over-provisioned.  

In Fig. 4, for various BVT(s) and MLR transponder 

power consumption values, the variation of aggregate 

normalized power cost with the traffic load is shown. It can 

be seen from the figure that, with the BVT fixed power 

costs till 160 W, for all traffic loads, OFDM is more power 

efficient compared to MLR. However, when BVT fixed 

power consumption is 192 W (i.e., when the OFDM BVT 

and the MLR transponder power consumptions are similar 

for a bandwidth of 100 Gbps), and the traffic load(s) is low 

(i.e. for 5 and 10 Tbps), OFDM based network is seen to be 

power inefficient compared to the MLR based network. 

However, as the traffic load increases, OFDM based 

network demonstrates more power efficiency even for 

similar maximum power consumption of the OFDM BVT 

and the MLR transponder. 
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Fig.3.  Comparison of normalized power cost for an OFDM and a MLR based 

network. 
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Fig.4.  Aggregate normalized power cost versus transponder power 

consumption for an OFDM and a MLR based network. 
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Fig.5.  Normalized power cost for various components in an OFDM and a 

MLR based network for 20 Tbps traffic load. 

 

In Fig. 5, we show the power consumed by various 

components when the total network traffic is 20 Tbps. From 

the figure it is seen the maximum network cost is incurred 

owing to the intermediate nodes of the s–d connections, 

whose establishment occurs over many i.e., multiple-hop 

lightpath(s) path(s), which requires OEO conversion (i.e. 

electronic processing). Also, compared to an MLR based 

network, owing to the higher spectral efficiency of OFDM 

based networks, the per fiber bandwidth packing is highly 

efficient, and hence, less power is exhausted on the BVTs 

and the EDFAs. 
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IV. CONCLUSION 

In the current work, we conducted a power-efficiency 

comparison of an OFDM and a MLR based network for 

which, we formulated a MILP model with a specific mean 

traffic for every network source-destination pair. The 

simulation results show that in regard to power-efficiency, 

OFDM based network outperforms MLR based network. 

It must be noted that the related planning problems using 

the MILPs are NP-hard, and hence, searching for the 

absolute optimums is time consuming. However, as an 

initial investigation, our primary focus in the current study 

has been to compare the power-efficiency in OFDM and 

MLR based networks. However, as a future work, we will 

aim to develop and use heuristic algorithms for power-

efficiency comparison in fixed- and flexi-grid networks.  
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A Novel Application of CWMP: An Operator-grade
Management Platform for IoT

Martin Stusek, Pavel Masek, Krystof Zeman, Jiri Pokorny, Dominik Kovac, Petr Cika, and Franz Kröpfl

Abstract—The aggressive expansion of emerging smart devices
connected to the Internet infrastructure is nowadays considered
as one of the most challenging components of the Internet
of Things (IoT) vision. As a particular segment of IoT, the
smart home gateways, also named Machine-Type Communication
Gateway (MTCG), become an important direction for industry
including telecommunication operators. In most cases, the MTCG
acts as a bridge between connected smart objects and the
public network (Internet). As a consequence of the IoT domain
expansion, the separate configuration of each individual Machine-
to-Machine (M2M) device is not feasible anymore due to steadily
growing numbers of M2M nodes. To perform this task, several
novel technologies have recently been introduced. However, legacy
protocols and mechanisms for remote network management still
retain a certain application potential for IoT. Accordingly, we
have investigated the protocol TR-069 with a particular focus on
its usability for MTCG. To this end, the software module (bundle)
based on the TR-069 for remote configuration and management
of MTCG, as well as for controlling the end smart devices, has
been developed. We believe that our implementation (available as
open source on GitHub) can serve as an important building block
for efficient management of future IoT devices. Therefore, TR-
069 protocol constitutes a proven and standardized technology
and could be easily deployed by most of the network and service
providers today. Authors would like to recall that this paper
represents extended version of their previously published work
at TSP 2016 conference.

Keywords—M2M, MTCG, OSGi framework, TR-069, Remote
management

I. INTRODUCTION

Today, Internet of Things (IoT) offers efficient means for
interconnection of highly heterogeneous entities and networks,
thus bringing a variety of communication patterns, includ-
ing Human-to-Human (H2H), Human-to-Machine (H2M), and
Machine-to-Machine (M2M) communications. IoT in general
empowers the industry to develop new technology in un-
precedentedly large numbers. New findings from the leading
telecommunication players, such as Juniper [1] and Cisco [2],
reveal that global retail revenue from smart wearable devices
(as one of the IoT segments) will triple by 2016, therefore
reaching $53.2 billion by 2019, as compared to the $4.5 billion
at the end of 2015. The market over the following five years
is expected to be substantially driven by the sales of smart de-
vices, named MTCD (Machine-type Communication Devices)
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– an important component of this group is represented by
smart home gateways, also known as MTCG (Machine-type
Communication Gateway) [3], [4].

Presently, the MTCGs become more intelligent and provide
new functions for smart data collection and visualization on
end-user interfaces. In the light of the recent development in
the IoT domain, the MTCG is capable of offering much more
than conventional local networking features inside residential
buildings [5]. Many devices acting as MTCD, that is, based on
different communication technologies (IEEE 802.15.1, 6LoW-
PAN, ZigBee, Wireless M-BUS, etc.), are currently employing
MTCG as an aggregation node providing access to the public
network (Internet) [6], [7]. Inspired by these developments, we
have recently introduced the concept of multi-purpose Smart
Home Gateway (SH-GW) within our outgoing project under
the title SyMPHOnY [8].

In this work, we aim at enabling remote configuration
for devices in the role of SH-GWs by continuing our line
of research [9]. Despite the fact that IoT is changing the
conventional communication paradigm in many ways [10],
some principles are remaining unchanged; therefore, many
legacy technologies can be applied to IoT as well. Following
this thinking, we have been investigating the protocol TR-069,
well-known by network operators to maintain the Customer
Premises Equipment (CPE), as a promising candidate for
remote configuration of the IoT nodes, see Fig.1 and Fig.2
where the number of installed TR-069-enabled CPE is shown
– with respect to device type and region. To this end, we have
developed a SH-GW demonstrator, where the TR-069 is imple-
mented as an extension of OSGi frameworks which are com-
monly used as the primary middleware layer for smart home
gateways shipped by telecommunication operators. In other
words, by using the TR-069 on MTCGs, service providers
and telecom operators are able to manage and control not
only the gateway but also the devices behind (e.g., energy
meters, motion sensors, etc.) [11]. This important use case
raises many research questions related to the configuration
of various devices sets, the remote access capabilities, as
well as the choice of cryptographic mechanisms used for
data transmission. In this extended version of our previous
work [9], we have focused our attention to address most of
these issues. Namely, the description of (i) procedures and
requirements, and (ii) application logic while using the TR-
069 protocol in created setup is given in detail.

The rest of this paper is organized as follows. Section II
is devoted to describing the operation principles of TR-069
protocol. Further, in Section III, a detailed description of
our developed software implementation for OSGi frameworks
together with a practical scenario accounting for all men-
tioned issues are offered. Finally, the lessons learned during
our system development are summarized in the concluding

10.11601/ijates.v5i3.224
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Section IV.
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Fig. 1: Number of installed TR-069-enabled CPE by type.
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Fig. 2: Number of installed TR-069-enabled CPE by region.

II. REMOTE NETWORK CONFIGURATION USING TR-069

As mentioned in the introduction, the need for remote
configuration and management of network nodes brings new
challenges to the IoT domain. Fueled by large numbers of
M2M devices, the service providers require to control all of
the devices in efficient and centralized way. For this purpose,
several application layer protocols for remote management of
end-user devices have already been introduced by different
working groups and standardization bodies [12]. As a well-
known and widely used representative, the TR-069 protocol
is often utilized by telecom operators [3]. In this section, the
functional architecture blocks of TR-069 are described with
the emphasis on future implementation as a bundle in OSGi
framework.

A. Protocol Architecture

TR-069 represents a protocol for encrypted remote self-
configuration of CPE from the side of ACS (Auto-
Configuration Server). The overall architecture of TR-069
ecosystem is depicted in Fig. 3.

The key element of TR-069 protocol is ACS server that pro-
vides information to one or more CPE according to a number
of criteria. This mechanism allows for offering a default set of
parameters and, furthermore, introduces a possibility of adding

ACS LAN

BRAS

Configuration 
management

Controlled 
CPE

Controlled 
CPE (LAN)

DSLAM

Network

ACS -> CPE interfaceACS 
interface

Fig. 3: Architecture of TR-069 ecosystem

new features according to the manufacturer’s requirements.
Parameters of the connected CPEs are available during the
initial connection setup as well as the regular transmission as
requests (e.g., providing information about CPE from ACS
based on asynchronous, server-initialized1 connection).

TABLE I: Protocol Layer Summary [12]

Protocol Description
CPE/ACS Application The application uses the CPE WAN man-

agement protocol for the CPE and ACS,
respectively. It is defined locally but is not
a part of the CPE WAN.

RPC Methods The specific RPC methods are defined by
the CPE WAN Management Protocol. This
includes the definition of the CPE pa-
rameters accessible by the ACS using the
parameter-related RPC methods.

SSL/TLS Standard Internet transport layer security
protocols – SSL 3.0 or TLS 1.0 are used.

SOAP A standard XML-based syntax is used to en-
code remote procedure calls via the SOAP
1.1 protocol.

HTTP Standard HTTP 1.1.
TCP/IP Standard TCP/IP.

One of the most important tasks for remote configuration
is to allow secure communication for sensitive data like
e.g., encryption keys. TR-069 provides tools to download
new software / firmware from the ACS server using digital
signatures – to verify the integrity of downloaded files at the
side of CPE [13]. Further, TR-069 defines a set of parameters
that can be used for connection / service diagnostics [12].

1) Protocol Components: The TR-069 protocol architec-
ture includes several unique components comparing to other
dedicated IoT management protocols (e.g., the RPC (Remote
Procedures Calling), see Section II-A3). In addition, TR-
069 uses standard protocols, such as SOAP (Simple Ob-
ject Access Protocol), HTTP (Hypertext Transfer Protocol),
SSL / TLS (Secure Sockets Layer / Transport Layer Security),
and TCP / IP (Transmission Control Protocol / Internet Proto-
col) [12]. The overview of complementary protocols acting on
different layers is given in Table I.

On top of the supported protocols, TR-069 defines several
device types, where each device may be described by a
data model containing information about the parameters and

1In TR-069 terminology, the connection is called server-initialized, even
though the communication is started at the CPE side. This is due to the fact
that there is a need for appropriate connection setup of the CPE devices
residing in local network where Network Address Translation (NAT) is used.
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provided functions for a selected device. Supported TR-069
data models are shown in Table II (highlighted rows stand for
the data models implemented in this work).

TABLE II: Data Models [14]

Data model Compliant device
TR-064 and TR-133 LAN CPE devices
TR-068 and TR-124 Gateway modems
TR-098 Internet gateway device data model for TR-

069
TR-104 Provisioning parameters for VoIP CPE
TR-106 Data model template for TR-069-enabled

devices
TR-110 Reference model for VoIP configuration
TR-111 Applying TR-069 to remote management of

home networking
TR-122 ATA devices
TR-126 Triple-Play QoE (Quality of Experience)

requirements
TR-128 and WT-123 TR-069 testing support
TR-131 ACS Northbound interface requirements
TR-135 Data model for a TR-069 enabled STB
TR 140 TR-069 data model for storage service-

enabled devices
TR-142 Framework for TR-069-enabled Passive Op-

tical Network (PON) devices
TR-143 Enabling network throughput performance

tests and statistical monitoring
TR-157 Component objects for CWMP

(UPnP/DLNA device support)
TR-181 Device data model for TR-069
TR-196 Femto access point service data model

2) Security Mechanisms: The TR-069 protocol is designed
to ensure the adequate level of security. Therefore, it in-
cludes methods for protection against manipulation during
the transactions between the ACS server and the end-device
(CPE). Further, the security algorithms using multiple levels
of authentication are implemented by means of SSL / TLS for
communication between the ACS and the CPE [12].

3) Architectural Components: The RPC defines a list of
parameters and methods that have to be included at the
end-device (CPE) in order to construct and send the TR-
069 requests. In the following text, a summary of the most
important components is given [12]:

• Parameters – RPC method specification defines a
generic mechanism allowing the ACS server to read
or write parameters for the CPE configuration, and to
monitor CPE status and statistics. Each parameter has
a name-value structure. The name identifies a particular
parameter and has a hierarchical structure similar to the
conventional directory listing ones (each level is separated
by ”.” (dot)). The value of a parameter may be one of
several defined data types.

• File Transfers – In TR-069, the mechanism enabling
file download or (optionally) upload is implemented in
order to perform tasks, e.g., CPE firmware upgrade or
download of vendor-specific configuration files. When
the session between ACS and CPE is initiated, the data
transmission is performed utilizing HTTP or (preferably)

HTTPS. Other protocols, including FTP and TFTP, are
supported as well, but used less frequently.

• CPE Connection Notifications – TR-069 defines a
mechanism allowing CPE to notify the corresponding
ACS about various conditions – to ensure that the fre-
quency of CPE-ACS communication remains optimal.

• Asynchronous ACS-Initiated Notifications – An impor-
tant aspect of auto-configuration service is the ability
of the ACS server to notify the remote CPE about
configuration changes asynchronously. It allows the auto-
configuration mechanism to be utilized for services re-
quiring real-time management of the CPE.

4) Procedures and requirements: Protocol TR-069 defines
required procedures which are necessary for (i) finding ACS,
(ii) establishing a connection or (iii) creating of a session.

• Finding ACS – Following methods can be used to get
the address of the server:

– (i) Using DNS (Domain Name System) to get the IP
address of the server from URL (Uniform Resource
Locator) which is located in CPE.

– (ii) It is possible to use the part of IP model for
automatic configuration, that means using DHCP
(Dynamic Host Configuration Protocol) whose mes-
sages contain the URL of the server. After that, using
the DNS gets the CPE IP address of the server.

– (iii) CPE can contain a default ACS address which
is used if no other URL is defined.

• Establishing connection – After successfully getting the
address, the connection can be established by CPE or
ACS. If NAT (Network Address Translation) is used,
connection can be established only from CPE side.

– Establishing connection from CPE: End device can
establish connection anytime it knows the ACS ad-
dress but it is mandatory to establish connection in
these cases:
∗ First connection of CPE into the network and first

configuration.
∗ Device startup.
∗ After an interval defined in settings.
∗ When a method requires it.
∗ Change of ACS address.
∗ After any change of parameters.
To protect the auto-configuration server from con-
gestion, every CPE has a defined maximum value of
messages informing the server of parameter changes.

– Establishing connection from ACS: In this case it can
be accomplished with mechanism of announcement
of connection request. This parameter is mandatory
on CPE side and recommended on ACS side. Es-
tablishing a connection from side of the server is
possible only when the CPE address is public. In
other case only the client can establish a connection.

• RPC message requirements – List of methods which are
defined in the layer of remote call is shown in Table III.

• Session management – All sessions must start with an
information message from CPE that contains an initial-
ization HTTP message. That serves for setting up com-
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TABLE III: RPC message requirements

Method name CPE side ACS side
CPE methods Answers Call
GetRPCMethods Mandatory Optional
SetParameterValues Mandatory Mandatory
GetParameterValues Mandatory Mandatory
GetParameterNames Mandatory Mandatory
SetParameterAttributes Mandatory Optional
GetParameterAttributes Mandatory Optional
AddObject Mandatory Optional
DeleteObject Mandatory Optional
Reboot Mandatory Optional
Download Mandatory Mandatory
Upload Optional Optional
FactoryReset Optional Optional
GetQueuedTransfers Optional Optional
ScheduleInform Optional Optional
SetVouchers Optional Optional
GetOptions Optional Optional
Server methods Call Answers
GetRPCMethods Optional Mandatory
Inform Mandatory Mandatory
TransferComplete Mandatory Mandatory
RequestDownload Optional Optional
Kicked Mandatory Optional

munication limits and coding at client’s side. A session is
terminated if server or client do not have to send any more
requests or answers to a request. There can be only one
existing session at a time. Both, ACS and CPE must han-
dle session (initialization, incoming/outgoing requests,
session termination) according to TR-069 standard. In
text below set of basic session commitments required by
TR-069 is given.

– CPE - Session Initiation: CPE can initialize a session
only in case parameters available through its inter-
face are locked. The reason is to protect parameters
from change from a different source. This lock can
remain active until the end of the session.

– CPE - Incoming requests: End device responds to
requests in order in which they have been received.
To prevent a deadlock, CPE does not wait for con-
firmation of previous request from server before it
sends another request.

– CPE - Outgoing requests: When CPE has some
requests for the server, it may send them in any order
with respect to responses being sent from CPE to
ACS.

– CPE - Session Termination: Client has to terminate
a session when the following conditions are met:
1) Server has no other requests.
2) CPE has no other requests.
3) Client received all unfinished requests from the

server.
4) Client sent all requests to ACS.
CPE must terminate a session if it has not received
any answer from the server in more than 30 seconds.

If these conditions are not met, client must continue
the session. In case of unexpected session termina-
tion, session initiation must start from the beginning.

– ACS - Session Initiation: After receiving the initial
Inform request from CPE, the server must respond
with the Inform response.

– ACS - Outgoing requests: When the server has
requests to send, it may send them with respect to
responses sent by ACS to CPE. If the ACS has more
than one request to send or there are responses left
to send, the ACS must send at least one request
or response to CPE. Empty HTTP response is only
allowed if ACS has no more requests or no responses
to send.

– ACS - Session Termination: If the connection has
been established by CPE, then it is also responsible
for the session termination. ACS may consider to ter-
minate the session when all the following conditions
are met:
1) CPE has no more requests.
2) ACS has no more requests.
3) CPE has sent all remaining responses to ACS.
4) ACS has received all remaining requests from

CPE.
If the above conditions have not been met and ACS
has not received any response from CPE in the
past 30 seconds, ACS may consider to terminate the
session.

III. OUR IMPLEMENTED SOLUTION

To increase the impact of our recent research [8], [15] and as
well as to extend it, we have developed the TR-069 bundle as
an universal software package for any OSGi framework [15].
In case of this particular work, we have tested this bundle
together with the OSGi Knopflerfish framework [16]. The
motivation to focus on the OSGi platforms follows from the
fact that today’s MTCGs are mostly built with pre-configured
operating systems, wherever OSGi framework is used [8].
Further in this section, the key parts of the created TR-069
bundle are described.

A. Application Logic

Remote configuration of the network node consists of two
building blocks: (i) ACS server and (ii) TR-069 client; the
application logic is depicted in Fig. 5. Our solution is based on
an open source implementation of ACS called GenieACS [17],
which combines modern technologies including Mongo DB,
Node.js, and Redis server. Proposed TR-069 client follows the
communication logic from modus TR-069 project – originally
developed in Orange Labs [21]. Modus TR-069 implements
the OSGi standards [19], [20] and uses the Knopflerfish
framework as a runtime environment. Comparison of available
TR-069 clients is shown in Table IV. In modus TR-069
architecture, each TR-069 RPC method is implemented as
a separated bundle, see Fig. 4. This approach brings mod-
ularity into implementation of the TR-069 RPC methods –
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new method can be easily added as new bundle. Further,
bundle must import RPC Method Mng Service which serves
as interface between bundle and TR69 Client API. Mentioned
TR69 Client API bundle is used as a core part of the system
and enables communication between bundles and external
applications. Except RPC Method Mng Service, modus TR-
069 contains following key elements:

• OSGi Bundle – this service allows modus TR-069
to control (install/uninstall or start/stop) other bundles
launched within OSGi framework.

• Data Model Bundle – defines data model used in
communication between ACS and CPE. In this work, TR-
106 model (Internet Gateway Device) takes place.

• File Persist Bundle – stores obtained configuration data
into system memory for subsequent use.

• Server Com Bundle – this service acts as a server which
controls all communication (initialization, maintaining,
etc.) between ACS and CPE. Also, bundle provides FTP,
TFTP and HTTP service for file downloading over the
TR-069 protocol.

TABLE IV: Comparison of TR-069 CWMP client implemen-
tations [18]

RPC CPE metody E
as

yC
w

m
p

ne
tc

w
m

p

fr
ee

cw
m

p

cw
m

pl
cl

ie
nt

op
en

-t
r0

69

m
od

us
-t

r0
69

M
an

da
to

ry

GetRPCMethods
SetParameterValues
GetParameterValues
SetParameterAttributes
GetParameterAttributes
GetParameterNames
AddObject
DeleteObject
Reboot
Download

O
pt

io
na

l

FactoryReset
ScheduleInform
Upload
GetQueuedTransfers
SetVouchers
GetOptions

Further, obtained data is processed and visualized by the
following packages: (i) Item, (ii) Core, (iii) TR069 Parser, and
(iv) WebConsole.

B. Communication Logic
The application data structure is defined in Item bundle, see

Fig. 5. This package is utilized only as a library without its
own activator defining standard format of messages exchanged
between the bundles. For this reason, it is necessary to import
this package in each bundle communicating with Core one. As
a provider of Items service (register all available items, e.g.,
smart meters), Core bundle is used. Each item is addressed
by the serial number as the unique device identifier. The
selected data structure, the ConcurrentHashMap, guarantees
thread-save access. On the top of it, Core bundle must be
started as first since it acts as an activator and control process
for all others.
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Fig. 4: Modus TR-069 Architecture
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Fig. 5: Location of entities in case of using TR-069 protocol.

The main advantage of using the described model is the
possibility to add new bundles (packages) to OSGi framework
without the need to modify the source code in Core bundle.
The only condition to be fulfilled for a new bundle is an import
of Items service. This logic provides a possibility for the one
way communication between all bundles and Core bundle. To
resolve this issue, we have used OSGi Event Admin service
allowing the backward communication between Core bundle
and other packages. In this case, Core bundle is used as a
source of the OSGi events that other packages are listening to,
see Fig. 6. Individual events are distinguished with a dedicated
array called event topic. Payload of each event starts by word
property which contains one or more Item objects.

OSGi service register

OSGi Event Admin

Item
Import
Item

Import
Item

Import
Item

TR069 
Parser

Web
Console

Core

Export 
Items

Import 
Items

Import
Items

itemUpdated
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newConfig

Modus TR-069:
autoConfig

itemUpdated
itemAdded
itemRemoved
newConfig

Fig. 6: Communication between Core bundle and other bun-
dles within the OSGi Knopflerfish framework.

C. TR-069 Parser

Device configuration is carried out by the received config-
uration file processing – file structures may differ based on
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the agreed terms between ACS and CPE(s). Therefore, it is
not necessary to know the file structure during its download
phase, but on the other hand, it is crucial to be aware of such
structure when processing on MTCG. This method is a default
option for remote configuration of the network devices for
telecommunication operators – we have performed the test
of our solution in cooperation with Telekom Austria Group
(TAG) company.

Since client of Modus TR-069 was not developed for direct
cooperation with other systems, it was necessary to modify it
to make the cooperation possible. Once the new configuration
file has been downloaded, the TR-069 creates an event, which
contains the path to this new configuration. The bundle TR069
Parser listens for this event and processes the downloaded
configuration file and loads the configuration into the system.

The implemented TR-069 communication procedure is
shown in Fig. 7. TR-069 protocol is used for the new configu-
ration file notification – represented in TR-069 terminology
by TR-069 configuration files and defined by number ’3’
as FileType array. Developed TR-069 client allows to use
HTTP or FTP as transport protocol. Further, downloaded file
is processed by TR-069 Parser bundle. Note that in this phase
of the development, it supports neither secure connection nor
authentication to the ACS required by some telecom providers.

TCP Connection Termination

TCP Connection Establishment

TCP Connection Establishment

genieacs modus TR-069

File server 
(FTP, HTTP)

Inform

InformResponse

Download

File type: 3, URL

HTTP Get, File URL 

HTTP response: 200 OK

DownloadResponse

Status: 0 (succes)

TR069 
Parser

Event

property: file path

Fig. 7: Obtaining configuration file using implemented TR-069
protocol.

D. Tested scenario

Proposed scenarios were tested in the first phase within cre-
ated local communication network. Further, the real communi-
cation infrastructure provided by Telekom Austria Group was
used. Client side was realized by IP router NEC RGG200LV
(based on the ARM (Acorn RISC Machine) architecture)
with implemented JAVA OSGi framework – equipped with
modus TR-069 client and our created application. CPE logic
implementation was devoted from root node called Inter-
netGatewayDevice, defined in TR-098 data model. Rest of
the parameters used at the side of CPE were defined in
DeviceInfo node, namely: (i) Manufacturer, (ii) SerialNumber,
(iii) SoftwareVersion, and (iv) HardwareVersion.

First part of configuration update consists from file upload
to ACS server. In this step, the CPE which will receive con-
figuration update could be defined together by the parameters
mentioned in previous paragraph (as an unique identifier for
target (specific) device or for whole group of devices with
same parameters). After successful file upload, ACS server
sends notification update (Download procedure) for selected
devices. These devices parse incoming message and create
second communication channel to file server. In our particular
scenario, unencrypted HTTP application protocol was used
for data transfers. Content of transferred file is independent
on TR-069 protocol. In this work, JSON (JavaScript Object
Notation) file is used. File structure is considered in (i) core
section of created application, and (ii) in TR069 Parser bundle.

E. Console Output

In some cases, it is not possible to display the list of running
events in the system console (e.g., when OSGi framework runs
as a daemon in the background). Therefore, we have created
a specialized WebConsole bundle working as a web service
and displaying system events in a web console. Communica-
tion between the bundle and the web service is realized by
WebSocket protocol which is an elementary part of HTML 5.
WebConsole bundle operates as OSGi EventHandler listening
to all OSGi events utilized within the SyMPHOnY project, see
Fig. 5. Each event is processed and the payload part is sent
to the web services, and, finally displayed, see Fig. 8 where
communication between ACS and CPE is shown.

Fig. 8: Console output of captured communication between
ACS and CPE.
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IV. CONCLUDING THOUGHTS

Within the proposed logic for the remote configuration of
IoT devices acting as MTCG (and MTCD devices connected to
MTCG), our implementation of TR-069 protocol has demon-
strated the functionality of communication between the ACS
server and the end-device (CPE) in a real network.

We have successfully tested the developed solution in coop-
eration with Telekom Austria Group. As we aimed our solution
to be universal for various types of MTCG devices, we have
constructed TR-069 bundle to be compliant with the well-
known OSGi frameworks. As mentioned in Section III-C, the
developed TR-069 implementation in its current version does
not support secure connection and authentication to the ACS.
Therefore, as a next step, we are planning to implement this
functionality in our TR-069 bundle.

Our main and most essential learning while working with
the TR-069 protocol is such that the structure of the configu-
ration file is not static. Following the specifics of the concrete
mobile network (ACS server configuration), the configuration
files may differ. In our trial, we have utilized the JSON
structure [22] implemented in live A1 cellular network.

At the end of this paper, we recall that this manuscript
represents extended version of our previous work – originally
presented at TSP 2016 conference [9].
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