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 

Abstract— This article presents a current-mode 

multifunction biquadratic filter performing completely 

standard functions low-pass, high-pass, band-pass, band-reject 

and all-pass functions. The circuit principle is based on second-

generation current-controlled current conveyor (CCCII) with 

three input terminals and one output terminal. The features of 

the circuit are that, the pole frequency can be tuned via the 

bias currents. The circuit topology is very simple, consisting of 

merely 2 CCCIIs and 2 grounded capacitors. Without any 

external resistor and using only grounded elements, the 

proposed circuit is very comfortable to further develop into an 

integrated circuit architecture. The PSpice simulation results 

are shown. The given results agree well with the theoretical 

anticipation. The total power consumption is approximately 

1.87mW at ±1.5V power supply voltages. 

 
Keywords— Current-mode, Biquadratic filter, CCCII. 

 

I. INTRODUCTION 

An analog filter is an important building block, widely used 

for continuous-time signal processing. It can be found in 

many fields: including, communications, measurement, and 

instrumentation, and control systems [1-2]. One of most 

popular analog filters are multi-purpose and universal filters 

that can be classified either as multi-input and single-output 

(MISO) filter [3] or single-input and multi-output (SIMO) 

filter [4]. The MISO current-mode filters have rather simple 

structures [5]. Recently, a multifunction filter working in 

current-mode has being been more popular than the voltage-

mode type.  Since the last two decades, there has been much 

effort to reduce the supply voltage of analog systems. This is 

due to the demand for portable and battery-powered 

equipment. Since a low-voltage operating circuit becomes 

necessary, the current–mode technique is ideally suited for 

this purpose. Actually, a circuit using the current-mode 

technique has many other advantages, such as, larger 

dynamic range, higher bandwidth, greater linearity, simpler 

circuitry and lower power consumption [6-7]. 
A second generation current conveyor (CCII) is a 

reported active component, especially suitable for a class of 
analog signal processing [8]. The fact that the device can 
operate in both current and voltage-modes provides  
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flexibility and enables a variety of circuit designs. In 
addition, it can offer advantageous features such as high 
slew-rate, high-speed, wide bandwidth and simple 
implementation [8-9]. However, the parasitic resistance at X 
(Rx) port cannot be controlled so when it is used in some 
circuits, it unavoidably requires some external passive 
components, especially the resistors. This makes it not 
appropriate for IC implementation due to occupying more 
chip area, consuming high power and without electronic 
controllability. On the other hand, the introduced second-
generation current-controlled conveyor (CCCII) [10] has the 
advantage of electronic adjustability over the CCII. Also, 
the use of multiple-output current conveyors is found to be 
useful in the derivation of current-mode single-input three-
output filters using a reduced number of active components 
[11-12]. 

From our survey, it is found that several 
implementations of current-mode multifunction biquadratic 
filters have been reported [13-33]. Unfortunately, these 
reported circuits suffer from one or more of following 
weaknesses: 
 Excessive use of the passive elements, especially the 

external resistors [15-17, 19, 23-26, 28-33]. 
 Lack of electronic adjustability [15-17, 19, 23-26, 28-

32]. 
 Require changing circuit topologies to achieve 

several functions [14-16, 20-21, 24-26]. 
 Some outputs of the filter responses are not in high 

output impedance [13-14, 15, 17-18]. 
 Cannot provide completely standard function [19-20, 

22, 24-25, 28-29, 31] 

 

The aim of this paper is to propose a current-mode 

multifunction biquadratic filter, emphasizing on use of the 

CCCIIs and grounded capacitors. The features of the 

proposed circuit are that, the proposed multifunction bi-

quadratic filter can completely provide 5 functions which 

are low-pass high-pass band-pass band-reject and all-pass, 

without changing circuit topology, the circuit description is 

very simple, employing only grounded capacitors as passive 

components, thus it is suitable for fabricating in monolithic 

chip. The quality factor and pole frequency can be 

electronically adjusted. The PSpice simulation results are 

also shown, which are in correspondence with the 

theoretical analysis. 

 

II. PRINCIPLE OF OPERATION 

A. Multiple-output Current Controlled Current Conveyor 

(MO-CCCII) 

Since the proposed circuit is based on MO-CCCII, it will be 

introduced in this section. Typically, the MO-CCCII is a 
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versatile analog building block which including 3-ports, x, y 

and z. The matrix-relationship between voltage and current 

are variables among port x, y and z of ideal following matrix 

equation in Eq. (1). Where the positive and negative signs of 

the current iz denote the positive (CCCII+) and negative 

(CCCII-), respectively, and Rx is an intrinsic resistance of 

CCCII. The x-terminal resistance is calculated by Eq. (2) 

and VT is the thermal voltage. Fig.1 (a) and (b) illustrates the 

symbol and equivalent circuit, respectively. 

 

0 0 0

1 0

0 1 0

y y

x x x

z z

i v

v R i

i v

     
     


     
          

, (1) 

 
where 

 

2

T

x

B

V
R

I
 , (2) 

 

MO-CCCII

y

x

z1

IB

IIy

Ix

Rx

Iy

Ix

1y

x

z1

z1

z2

z3
Iz2

Iz2

z3

z2

Iz1 =Iz2 =Iz3 =Ix  

 (a) (b) 
 

Fig. 1. MO-CCCII  (a) Symbol,  (b) Equivalent circuit. 

 

B.  Implementation of the filter 

The proposed filter is designed by cascading summing 

currents and the current-mode lossless integrator as 

systematically shown in Fig. 2. From block diagram in 

Fig. 2, its transfer function can be found to be [34-36] 
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From Eq. (3), the pole frequency ( 0 ) and quality factor 

( 0Q ) of each filter response can be expressed as 

 

o ab  , (4) 

 

and 

 

o

a
Q

b
 . (5) 

 

It is found that the pole frequency and the quality factor 

can be adjusted by either a or b. 
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Fig 2. Block diagram for filter implementation [34]. 

C. Proposed current-mode multifunction biquadratic filter   

The filter is designed by cascading the lossless integrators as 

systematically shown in Fig. 3. From circuit in Fig. 3, the 

current transfer function can be expressed as 
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Fig. 3. Lossless integrator using CCCII.  
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Fig. 4. Proposed current-mode multifunction biquadratic filter. 

 

The complete current-mode multifunction biquadratic 

filter is shown in Fig. 4. From Eq. (7), the output current of 

the circuit in Fig. 4 can be obtained as 
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From Eq. (7), the all standard transfer functions can be 

obtained by selecting appropriate inputs by following 

conditions 

 

1) If Iin=Iin1, and 2 3 0in inI I  , a low-pass function is 

achieved at the output. The transfer function can be written 

to be 
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2) If 1 2 3in in in inI I I I     , a high-pass function can be 

obtained. The transfer function can be written to be 
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3) If 2in inI I , and 1 3 0in inI I  , the obtained output 

function is a band-pass. The transfer function can be given 

by  

 

2 2

2

2 2 1 2 1 2

1
out x

in
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sI
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4)  If 3 2in in inI I I   , and 1 0inI  , a band-reject function is 

provided. The transfer function can be written to be 
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5) If 3 22in in inI I I   , and 1 0inI  , an all-pass filter is 

obtained. The transfer functions can be written to be 

 

2

2 2 1 2 1 2

2

2 2 1 2 1 2

1

1
out x x x

in

x x x

s
s

I C R R R C C

sI
s

C R R R C C

 



 
.  (12) 

 

The selection to obtain each function can be achieved by 

digital method, the digital selection circuit can be found in 

[37].  

The pole frequency ( 0 ) and quality factor ( 0Q ) can be 

expressed to be 
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where   Thus, we get 
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From Eqs. (15) and (16), the pole frequency can be 

electronically controlled, which is independent from the 

quality factor by varying 1BI  and 2BI  (keeping their ratio 

constant). Furthermore, bandwidth of the system can be 

expressed by 
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We found that the bandwidth can be linearly controlled by 

IB1.  

 

D.  Sensitivity analysis 

The sensitivities of the proposed filter can be found to be: 
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Therefore, all active and passive sensitivities are equal or 

less than unity in magnitude. 

 

E.  Non-ideal Case 

For non-ideal case, the voltage and current tracking errors of 

the MO-CCCII effect on the performance of the proposed 

filter. By routine analysis, the MO-CCCII with non-ideal 

case can be respectively characterized with the following 

equations 

 

0, , ,y x y x x z xI V V R I I I      (21) 

 

β=1-εV (εV<<1) is the voltage gain, where εV is the voltage 

tracking error from Vy to Vx of MO-CCCII. α is the current 

gain equal to 1-εi (εi<<1), where εi  is the output current 

tracking error of MO-CCCII. In the case of non-ideal and 

reanalysis of proposed filter circuit in Fig. 4, it yields the 

output current as 
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In this case, the 0 and 0Q are changed to 
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while BW is still equal to Eq. (17). These errors affect the 

sensitivity to temperature and high frequency response of 

the proposed circuit, then the MO-CCCII should be 

designed to achieve these errors as low as possible, for 

example, using a high performance current mirror. 

Consequently, these deviations are very small and can be 

ignored. 
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III. SIMULATION RESULTS 

To prove and investigate the performances of the proposed 

circuit, the PSpice simulation program was used for the 

examination. The PNP and NPN transistors employed in the 

CCCIIs were simulated by respectively using the parameters 

of the PR200N and NR200N bipolar transistors of ALA 400 

transistor array from AT&T [38]. Fig. 5 depicts schematic 

description of the CCCII used in the simulations. The circuit 

was biased with ±1.5V power supplies voltage, C1=C2=1nF, 

IB1=IB2=50µA. The results shown in Fig. 6 are the gain 

responses of the proposed multifunction biquadratic filter. It 

is clearly seen that it can provide low-pass high-pass band-

pass band-reject and all-pass functions dependent on 

selection as depicted in Eqs. (8)-(12). Fig. 7 shows gain 

responses of band-pass function, where 1BI  and 2BI  are 

equally set to keep the ratio to be constant and changed for 

several values. It is found that pole frequency can be 

adjusted without affecting the quality factor as analyzed in 

Eqs. (15)-(16). Fig. 8 shows gain responses of band-pass 

function where IB1 is set for several values. It is found that 

pole frequency can be adjusted electronically. Fig. 9 shows 

evaluated pole frequency compared with simulation result. 

The transient and spectrum responses of the proposed filter 

from band-pass function for center frequency of 

547.293kHz can be seen in Fig. 10 and 11, respectively, 

where THD is 0.227%.  Total power consumption obtained 

from PSpice is about 1.87mW.  

 

Q1
Q2 Q

3
Q4

Q5

Q6 Q7

Q8 Q9

Q10 Q11
Q12

Q13

Z1Y X

VEE

IB1

VCC

Q14

Q15

Z2

Q16

Q17

Z3

18

Q19

Q20

Q21

Q24

Q
23

Q
22

Q25

-Z1 -Z2

Q

Fig. 5. Internal construction of MO-CCCII. 

 

IV. CONCLUSION 

The current-mode multifunction biquadratic filter with three 

input terminals and one output terminal based on CCCII has 

been presented. The advantages of the proposed circuit are 

that, it performs completely standard functions, which are 

low-pass high-pass band-pass band-reject and all-pass 

functions from the same circuit configuration, without 

component matching conditions and changing circuit 

topology. The pole frequency can be electronically adjusted 

without affecting the quality factor. The circuit description 

comprises only 2 MO-CCCIIs and 2 grounded capacitors. 

With mentioned features, it is very suitable to realize the 

proposed circuit in monolithic chip to use in battery-

powered, portable electronic equipment such as wireless 

communication system. 
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Fig. 6. Gain responses of the biquadratic filter (a) LP (b) HP (c) BP 

(d) BR (e) AP. 
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Fig 9. Deviation of the calculated pole frequency compared with the 

simulated value. 
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Fig 10. Transient responses at center frequency of 547.293kHz 
   obtained from the proposed filter for BP function. 
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 

Abstract — Virtual instrumentation is a concept that permits 

customizable modular software measurement and the 

development of the user-defined tools for control, process and 

visualization of data, creating versatile systems, using modular 

programming, intuitive and easy to use. In this paper we 

investigate a possibility of using virtual instrumentation in the 

development of two physiological parameters monitoring system, 

in order to assess a cardiovascular parameter, the Pulse Wave 

Velocity (PWV). We choose to monitor this parameter due to 

major incidence and impact of cardiovascular diseases (CVD). 

Keywords—cardiovascular diseases, mobile devices, pulse 

wave velocity, patient monitoring, virtual instrumentation. 

 

I. INTRODUCTION 

 IRTUAL instrumentation is one of the major 

development resulted from the extensive use of 

computers, which offers the benefits of customizable software 

development of user-defined tools for control, process, and 

visualization of data, creating versatile systems, using 

modular programming, intuitive and easy to use. In this paper 

we present the development and implementation of virtual 

instrumentation software for medical application running on a 

mobile device. 

According to recent studies and statistics, cardiovascular 

diseases (CVD) are among the most frequent cause of death. 

The total cost and the indirect mortality cost estimated for 

CVD are higher than for any other major diagnostic group 

[1].  

Early diagnosis of CVD could prevent further 
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complications, leading to improvement of patient’s quality of 

life and, for long term, can decrease the costs of the medical 

system. One step further to this goal is the long term 

monitoring of the patients, in their usual habitat and during 

daily activities, without restricting their freedom of 

movement. 

The studies in the health area have shown the major 

influence that arterial stiffness has on appearance and 

evolving of atherosclerosis [2], [3], rheumatoid arthritis [4], 

complications due to high blood pressure, development of 

myocardium and coronary diseases, affection of vascular bed 

of several organs, such as brain or kidney [5]. One of the non-

invasive techniques of assessing the arterial stiffness is the 

measurement of Pulse Transit Time (PTT) / Pulse Wave 

Velocity (PWV) [6]. PTT is a technique that measures the 

time needed for a blood pressure pulse wave to cross a known 

section of the arterial tree, and the PWV represents the ratio 

between the length of the measured arterial segment and the 

elapsed time from the ventricular ejection until the pulse 

pressure reaches the distal measurement site. The delay of the 

propagation is due to elasticity of the blood vessels walls [7]. 

During blood ejection from the left ventricle, the sudden rise 

of blood pressure is absorbed by the elastic walls of the aorta, 

a pulse wave propagates along the aorta, transmitting their 

energy to the aortic wall. The energy stored in the artery walls 

is released after the cardiac contraction has finished, helping 

to blood propagation. 

The Moens-Kortweg model (eq. 1) [8] states that PWV 

depends on the elasticity of the blood vessel wall, its 

thickness and diameter, and the density of blood: the stiffer 

the artery, the faster a pressure pulse is propagated through it 

[9].  

     
        

   
  √

  

   
                    ( )  

E represents the Young’s module of the blood vessel, h is its 

thickness, ρ is the density of blood, and r is the radius of the 

blood vessel. 

The major determinants of PWV are: age [3],  – with age 

increases the stiffness of arterial walls by replacing the elastic 

fibers with collagen [10], hence, the pressure wave generated 

by left ventricle ejection travels along the arterial vascular 

tree more rapidly; blood pressure [11], [12] – high arterial 
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blood pressure is associated with an increased arterial 

stiffness, which generates an increase of systolic pressure and 

decrease of diastolic pressure [13]; gender; heart rate – 

because of frequency-dependant viscoelasticity of the arterial 

wall: increased heart rate leads to an increased arterial 

stiffness [14]; and sympathetic nervous system – sympathetic 

activation increases blood pressure, heart rate and smooth 

muscle cells tonus, hence, increases  arterial stiffness [15]. 

II. MATERIALS AND METHOD 

A. Hardware development of the system 

There are many devices used for measuring the PTT and 

PWV, by different techniques, as example: measuring the 

pulse transit time from carotid to femoral artery [16], using 

pressure sensors; measuring the delay between the ECG R-

wave and the arrival of the pulse at the radial artery [17], 

recorded by a brachial obtrusive cuff, or by performing ECG-

gated Doppler measurements. The inconvenient of the 

methods described above is that a few of them can be 

performed ambulatory and without the presence of a well-

trained operator [18]. 

Our system for measuring the PWV is based on recording 

the ECG and photoplethysmographic (PPG) signals. This 

technique uses the R-wave extracted from the ECG signal as 

the beginning of the ventricular contraction, which is the start 

moment of the pulse wave, which travels from the heart to 

distal regions. The arrival moment of the pulse wave to the 

index of the left hand is determined from the PPG signal   

(Fig. 1). 

 

Fig. 1. Measurement sites of the ECG and PPG signals 

The PWV was computed, as it is shown in equation (2), 

from the time difference between the starting point of the 

pulse wave and the moment when the pulse wave reaches the 

finger (Fig. 2). 

By dividing the length of the blood vessel considered to the 

time measured from indexes difference, the PWV is 

determined. 

    
                                      

|     (   )        (   )|
    ( ) 

The length of the blood vessel was measured using 

anatomical landmarks for determining the heart position, the 

aortic branch and brachial trunk. 

 

Fig. 2. Time difference between the ECG R-wave and the arrival moment of 

the pulse wave to the finger 

The system was made using two ez430-RF2500 boards 

from Texas Instruments [19]. The ez430-RF2500 is an ultra-

low power wireless development system that has an 

MSP430F2274 microcontroller with a 10 bits A/D converter, 

for gathering and converting the data from the analog 

modules, and a wireless transceiver CC2500 at 2.4GHz, 

working in ISM (industrial, scientific and medical) radio 

band, for data transmission. The ez430-RF2500 boards use 

for communication SimpliciTI [20], protocol developed by 

Texas Instruments and aimed at small RF ultra-low-power 

wireless sensor networks. The programming of the two 

ez430-RF2500 modules was done using the IAR Embedded 

Workbench for MSP430 [21]. 

One of the ez430-RF2500 modules was programmed to 

scan in the same cycle, both the ECG and PPG channels, at a 

frequency of 200 times per second, converting the signals 

from analog to digital. 

The ECG module, made in our laboratory, is a low-power 

device, supplied from two AAA 1.5V batteries and detects 

one lead ECG signal by measuring the skin potentials using 3 

electrodes placed on the skin surface. 

Fig. 3 presents the electrical diagram of the ECG module. 

The circuit amplifies the signal and filters it, first high-pass, 

rejecting the oscillations due to respiration, after that it filters 

low-pass, for rejecting the muscular activity noise. 

The PPG module, also made in our laboratory, is powered 

from four AAA 1.5V batteries, and uses a photodiode which 

emits light in IR domain. The IR fascicle is reflected by the 

finger skin, in accordance with the blood pulse wave which 

causes small oscillations of the light beam. A phototransistor 

detects these changes, causing a variation of its collector 

current. After that, a simple electronic circuit amplifies and 

filters the signal, creating the PPG wave. The electrical 

diagram is depicted in Fig. 4. 
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Fig. 3. ECG board schematic [22] 

 

 

Fig. 4. PPG board schematic 

After the A/D conversion, the ez430-RF2500 module packs 

the collected data and transmits them to the other ez430-

RF2500 module, which works as receiver, for saving them on 

the mobile device. Fig. 5 presents the ECG and PPG modules 

connected to the ez430-RF2500 transmitter module. 

As mobile device, we choose a HTC X7500 smartphone, 

which has an USB interface, for connecting the receiver 

module, and uses Windows Mobile 5 as operating system 

(Fig. 6). 

B. Software development of the system 

The software that runs on the mobile device was developed 

by using LabVIEW 2010 from National Instruments [23], a 

graphical system design which offers the tools needed to 

create and deploy measurement and control systems.  

To accomplish the signal processing, we developed and 

tested algorithms using Matlab 2011a software [24] to find 

 

 
Fig. 5. ECG and PPG modules, connected to the transmitter module 
 

 

Fig. 6. HTC X7500 smartphone 

 

the ECG R wave-indexes, to determine the PPG-indexes and 

to compute the PWV. After that, we implemented the 

algorithms on LabVIEW Mobile. 

The software for PWV computation, running on the 

smarthphone as virtual instrument, is represented in the Fig 7. 

The software unpacks the data as two separate signals and 

processes them separately. 

For determining the ECG R-indexes and PPG-indexes, the 

algorithm uses a 500 points moving window. 

First, the ECG signal is processed to determine the R-

waves and to extract the corresponding sample index. 

Because we were interested only on detection of the R-waves, 

which are the most prominent wave from ECG and the signal 

has a good signal to noise ratio, no additional filtration was 

necessary. 

III. RESULTS 

The constant used to compute the threshold was 

experimentally determined, and has the value around 0.5. 

The algorithm calculates the ECG threshold for each 

window, as follow in (3): 
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              (   )           (   )–    (   )  (3) 

Using the equation (3), the algorithm finds the points that 

exceed the threshold and, in a 10 points window, it searches 

the maximum value, representing the maximum ECG R-wave 

point for that QRS complex. Finally, the window is moved 

and the whole process is restarted. 

Fig. 8 presents in the top window, the found indexes on the 

ECG signal. 

For finding the arrival moment of the pulse wave to the 

finger, the software follows the next steps: 

Considering the ECG R-index previously determined to be 

the starting point for scanning the PPG signal, the software 

uses a 40 points moving window, in which searches the 

lowest signal value, considered to be the moment at which the 

pulse wave reaches the finger, and stores the value of that 

point and its index (Fig. 8. in bottom window). 

The next step is to differentiate the indexes from the ECG 

R-wave and PPG and, multiplying the result with the 

sampling frequency, it is obtained the time passed from the 

start moment of the pulse wave until it reaches the finger (see 

(2)). 

The final step on measuring the velocity of the pulse wave 

is to divide the knowing length of the arterial segment, to the 

time previously found (see (2)). 

START

Blood vessel 
length

Set
ECG window length

Set
PPG window length

Computing
Threshold(w)

ECG(i) >= Threshold(w) YESNO

k = index (max(ECG))

i = i+1

k = k + 1

k = PPG window length?
NOYES

Find min(PPG)

Store
PPG(w) = index (min(PPG))

j = i

j = j+1

j = ECG window length?
YES NO

Find max (ECG)

Store
ECG(w) = index (max(ECG))

i = w

w = 0

w = w + ECG window length

PWV
computation

 

Fig. 7. Flowchart of the software running on LabVIEW for PWV 
computation 

 

 

Fig. 8. LabVIEW interface for mobile device, displaying the ECG R and PPG 
indexes (screen shot on LabVIEW Windows Mobile 5 Pocket PC emulator) 

 

After finding the values of PWV, the software creates a file 

and stores the data on the device. 

 The chart depicted in Fig. 9 represents the variation in time 

of the PWV recorded from a patient. The subject was resting 

and relaxing for a 15-20 minutes period of time and the PWV 

was recorded. 

  
Fig. 9. PWV recorded while the subject was resting 

 
Fig. 10. PWV recorded after the subject had some physical effort 
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The chart in Fig. 10 presents the variation in time of the 

PWV recorded from a subject after he had some physical 

effort, he rapidly climbed stairs for 10 minutes. 

IV. CONCLUSIONS 

We choose to create a mobile medical device that perform 

long term PWV measurements, because this is an important 

parameter in determining the cardiovascular health or the 

response to some drugs administration, and we wanted to 

show the use of virtual instrumentation for developing 

devices with medical applications. Virtual instrumentation 

has the advantage of versatility, and due to graphical modular 

programming it is easy to learn and use, even by the untrained 

users. 

In terms of medical applications and patient’s welfare, we 

implemented the software on a mobile device, creating a tool 

for long term monitoring of patients at home, in their daily 

living and usual activities, which gives the freedom of 

movement, improving their quality of life. The mobile 

devices, such as PDA or smartphones, have the possibility to  

transmit data through GSM/GPRS or WiFi to the remote 

units, for the storage and further analysis. This represents one 

step forward in e-health and telemedicine. 
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FIR Filter Implementation Based on the RNS with
Diminished-1 Encoded Channel
DraganaŽivaljević, Negovan Stamenković, and Vidosav Stojanović

Abstract—The nonrecursive digital filters implementation
based on the RNS arithmetic is presented in this paper. In this
implementation popular moduli set {2n − 1, 2n, 2n + 1} with
diminished-one (diminished-1)2n + 1 encoded channel is used.
The diminished-one number system is used to avoid(n + 1)-bit
circuits in (2n + 1)-bit channel. Thus, in proposed approach all
operand have n-bit length. The proposed RNS architecture of
the filter consists of three main blocks: forward and reverse
converter and arithmetic processor for each channel, where
binary operations perform. Architecture for residue to binary
(reverse) convertor with diminished-1 encoded channel and ar-
chitecture for modulo multiplication have been proposed. Besides,
for all RNS channels, the systolic design is used for the efficient
realization of FIR filter. A numerical example illustrates the
principles of diminished-1 residue arithmetic, signal processing,
and decoding for FIR filters.

Keywords—Chinese remainder theorem, diminished-one, FIR
filters, residue number system, reverse converter.

I. I NTRODUCTION

In many digital signal processing systems, finite impulse
response (FIR) digital filters are frequently used because
of their stability and linear phase property. On other hand,
they are not suitable for recent applications demanding real-
time performance and low power consumption. The demand
for real-time digital signal processing with respect to power
consumption has forced the researchers to look for efficient
arithmetic algorithms, which can implement high speed digital
signal processor units. The systems based on Residue Number
System (RNS) have become the most popular as they take
advantage of all the benefits given by the parallelism and the
carry free computations.

Filter realizations using Residue Number System (RNS)
have been investigated in literature [1][2][3][4]. RNS is suit-
able for implementation of high-speed digital signal processing
due to their inherent parallelism, modularity, fault toleration
and local carry propagation properties. Arithmetic operations
like multiplication and addition can be carried out more effi-
ciently as RNS ensures localized carry propagation properties.
RNS is particularly suitable for implementing FIR filters where
multiplications and additions are the core operations. These
features make RNS beneficial for digital signal processing
applications, particularly, when large word length and high
throughput rate are required.

D. Zivaljević, N. Stamenković and V. Stojanović are with University of
Niš, Faculty of Electronic Engineering, A. Medvedeva 14, 18000 Niš, Serbia,
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The selection of the moduli set plays a critical role in
the improvement of the performance of RNS FIR filters [5].
The moduli set{2n − 1, 2n, 2n + 1} is used to design RNS
FIR filters in this paper for the following reasons: firstly,
it provides simpler design for converters; secondly, we can
utilize the dedicated hardware multipliers on FPGA platforms
to implement multiplications with acceptable cost for normally
encoded RNS channel; thirdly, since it is the most commonly
used one in previous works, using this moduli set makes our
work applicable to the most existing designs.

The diminished-1 representation of binary numbers was
introduced in [6] to speed up the modulo(2n + 1) arithmetic
operations. Since onlyn bits are required for the representation
of any digit in RNS, the diminished-1 representation can lead
to implementations with delay and area that approach to delays
and areas of the modulo(2n − 1) and 2n representations.
A lot of papers on the design of modulo(2n − 1) adders
and multipliers for diminished-1 operands have already been
published [7], [8], [9], [10]. However, special treatment is
required for operands equal to zero. Since this can lead to
implementations with increased area and delay complexity,
the efficient integration of zero handling into modulo(2n +1)
arithmetic units is an open problem.

An RNS-based architecture of the filter consists of three
main blocks. As first, all operands are converted into their
corresponding sets of residues with binary-to-residue (forward)
converters, according to the specified moduli set. Then, the
arithmetic processing is performed in parallel in each channel
following the corresponding modulo arithmetic. Finally, the
RNS representation of the results is converted back to binary
with residue-to-binary (reverse) converters.

Forward converters for RNS with diminished-1 encoded
channel are proposed in [11], while modulo(2n + 1) adder
architectures for diminished-1 operands with integrated zero
handling are proposed in [12], and modulo(2n+1) multipliers
for diminished-1 operands including zero indication bits are
proposed in [13].

This paper proposes a new approach to FIR filters design
based on the RNS with diminished-1 encoded channel and also
architecture for the reverse converter for RNS with diminished-
1 encoded channel.

Organization of the paper is as follows; after recalling the
diminished-1 arithmetic in Section II, the architecture of N-th
order recursive digital filter is presented in Section III.

II. D IMINISHED-1 ARITHMETIC

To represent all integers in RNS using modulo(2n + 1),
(n+1) bits are required. The additional bit is required in order
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to represent the number2n = 〈−1〉2n+1. To overcome the
problem of performing binary arithmetic with this additional
bit, a modified binary number system is used in order to avoid
additions and multiplications involving the additional bit. This
allows the additional bit to be only 1 when the number to be
represented is 0, which can be achieved by subtracting 1 from
the normal binary number.

The normal representation and this diminished-1 representa-
tion are indicated in the Table I forn = 4. When performing

TABLE I
CORRESPONDENCE BETWEEN NORMAL, BINARY AND DIMINISHED -1

REPRESENTATIONS

Normal Binary Diminished-1

0 00000 1
1 00001 2
2 00010 3
3 00011 4
4 00100 5
5 00101 6
6 00110 7
7 00111 8
8 01000 9 (−8)
9 (−8) 01001 10 (−7)

10 (−7) 01010 11 (−6)
11 (−6) 01011 12 (−5)
12 (−5) 01100 13 (−4)
13 (−4) 01101 14 (−3)
14 (−3) 01110 15 (−2)
15 (−2) 01111 16 (−1)
16 (−1) 10000 0

arithmetic for mod(2n + 1) using diminished-1 system, all
input operands and the corresponding results are expressed in
diminished-1 form. Letx′ be diminished-1 representation of
normal binary numberx ∈ [0, 2n], namely

x′ = 〈x − 1〉2n+1. (1)

In (1), when x 6= 0, x′ ∈ [0, 2n − 1] is an n-bit number,
therefore(n + 1)-bit circuits can be avoided in this case.
However, whenx = 0, x′ = 2n is an (n + 1)-bit number.
This leads to special treatment forx′ = 0. According to this
representation a numberx′ is represented asx′

nX ′, wherex′

n

is the zero indication bit andX ′ = x′

n−1x
′

n−2 . . . x′

0 is the
magnitude representation [12].

A. Binary to diminished-1 RNS convertor

With the diminished-1 encoded channel, a very efficient
binary to diminished-1 RNS converter is proposed for the
{2n − 1, 2n, 2n + 1} moduli set [11]. An 3n-bits integer

X
RNS
−→ (x1, x2, x

′

3) in the dynamic range is represented as

X =

3n−1∑

i=0

Xi2
i = N22

2n + N12
n + N0. (2)

As explained above, the diminished-1 representation uses
the modulo ofX − 1 instead ofX . Computation of the value
x′

3 for this representation, with an identical approach as in
standard(2n + 1) channel, is performed as:

x′

3 =〈X − 1〉2n+1 = 〈1 + N2 + N1 + N0〉2n+1. (3)

Only one CSA (carry save adder) and one full modulo(2n+
1) adder are required for the diminished-1 modulo(2n + 1)
RNS converter [11].

B. Diminished-1 modulo (2n + 1) addition

Ordinary addition in diminished-1 number system is per-
formed as follows [14]:

S′ = 〈x′ + y′ + 1〉2n+1. (4)

Modulo (2n+1) addition can be realized by an end-around-
carry adder, where the carry-out is inverted and fedback into
the carry-in, i.e.cin = cout. This can be achieved with
two adders to prevent a combinational loop. The carry-out
inversion logic does not work when both summands are equal
to zero. Therefore an additional AND gate has to be added as
the control input for a multiplexer, which selects the correct
outputx′ + y′ = 2n, whenx′ = y′ = 2n [15].

Diminished-1 modulo(2n + 1) addition is now defined by:

〈x′+y′+1〉2n+1 =

{

2n if x = 2n ∧ y = 2n

〈x′ + y′〉2n+1 + 1 otherwise
(5)

J.-L. Beuchat propose an alternative definition for modulo
(2n + 1) addition [16]. Let us define the(n + 2)-bit integer
S = sn+1sn . . . s0 = x′ + y′. The modulo(2n + 1) addition
can be expressed as:

〈x′+y′+1〉2n+1 = 〈x′+y′〉2n+1+sn+12
n +sn+1 ∨ sn. (6)

Figure 1 depicts the resulting hardware operator which
requires carry-propagate adder, a NOR gate and incre-
menter [16].

��� n + 1��� n + 1

��� n

��� n + 1

��� n + 1

Incrementer

Adder

Z = 〈x′ + y′ + 1〉2n+1

x′ y′

S1 = sn+1snsn−1 . . . s0

S2 = sn+1sn−1 . . . s0

sn+1 ∨ sn

z0

s0

zn−2

sn−1

zn−1

sn+1

sn+1 ∨ sn

(a) (b)

Fig. 1. The architecture of the modulo(2n + 1) adders for diminished-1
encoded channel (a). Carry propagation increment stage (b).

Efficient parallel VLSI diminished-1 structures for modulo
(2n + 1) two-operand addition have also been proposed re-
cently [9].

Validity of the above diminished-1 addition of two(n + 1)
bit numbers, is demonstrated on following example.

Let x′ = 16 andy′ = 10. Then
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x′ = 10000
y′ = 01010

S1 = 011010

S2 = 01010
sn+1 ∨ sn = 0

S′ = x′ + y′ + 1 01010

Thus,S′ = 10, which can be verified to be true1.

C. Diminished-1 modulo (2n + 1) multiplication

The diminished-1 multiplication is defined as [17], [14]:

Q′ = 〈〈x′ × y′〉2n+1 + x′ + y′〉2n+1. (7)

The modulo(2n +1) multiplication algorithm can be easily
adapted for the diminished-1 number representation of input
operands and output product. Thereby, the two additional
termsx′ and y′ have to be added in the modulo carry save
adder, resulting in small increasing of area and delay. The
special case ofx′y′ = 0 has to be treated separately and the
constant correction term be adapted.

The architecture of diminished-1 modulo(2n +1) multipli-
cation is presented in [17]. If the input residues are(n + 1)
bits wide, the partial products for modulo2n +1 multiple are
arranged asn bits wide vectors. The partial product generation
for inputs of 5 bits width is shown in Table II. Obviously,
4 bits x3x2x1x0 are required for the representation nonzero
diminished-1 binary numbers. In this multiplication, the bits

TABLE II
PARTIAL PRODUCT GENERATION MOD24 + 1

26 25 24 23 22 21 20

x′

0y′

3 x′

0y′

2 x′

0y′

1 x′

0y′

0 = pp0

x′

1
y′

3
x′

1
y′

2
x′

1
y′

1
x′

1
y′

0
x′

1
y′

3
= pp1

x′

2
y′

3
x′

2
y′

2
x′

2
y′

1
x′

2
y′

0
x′

2
y′

3
x′

2
y′

2
= pp2

x′

3
y′

3
x′

3
y′

2
x′

3
y′

1
x′

3
y′

0
x′

3
y′

3
x′

3
y′

2
x′

3
y′

1
= pp3

x′

3
x′

2
x′

1
x′

0
= x′

y′

3
y′

2
y′

1
y′

0
= y′

0 0 0 0 = COR

with weight greater than23, which are to the left of the straight
line, are complemented and repositioned to the right of the
line.

The architecture of proposed modulo2n + 1 multiplier for
diminished-1 encoded channel is shown in Figure 2. Assuming
the coefficient word length of 4-bits and input sample word
length of 4-bits, in Fig. 2 is shown the hierarchical decom-
position of Wallace tree logic. The partial sum are added
by using five carry-save-adders (CSA) and modulo 17 adder
which is realized as carry-propagate-adder with end-around-
carry. Partial product is generated in parallel.

The principle of the proposed memoryless-based implemen-
tation of partial product generator is shown in Fig 3. It consists
of n 2-to-1 multiplexers, wheren is the input sample word
length. The partial product is generated by connecting zero
and coefficient value to the MUX data inputs, input data bits
to the select input, and circular shifting of the MUX output
s − 1 bits to the left, for1 ≤ s ≤ n. After circular shifting,
s − 1 LSB bits are used as complement.

An implementation of the modulo 17 partial product gen-
erator forpp2 is shown in Figure 4. The small circles above
the register represent a complement of the input bit.

1S′ = 〈16 + 10〉17 + 1 = 10

x′ y′

Partial products generator
pp0 pp1 pp2 pp3 x′ y′

CSA CSA

CSA

CSA

COR

CSA

S1 C1 S2 C2

S3 C3

S4 C4

S5 C5

Modulo 17 adder

1 0

︸︷︷︸

Q′

x′

4

0
��� 4��� 4

��� 4

���
1

Fig. 2. Architecture of modulo2n + 1 multiplier for diminished-1 encoded
channel

0 1 0 1 0 1 0 1

x′

3 x′

2 x′

1 x′

0

Rotation Rotation Rotation Rotation

pp3 pp2 pp1 pp0

3 2 1 0

y′

���4

���4 ���4 ���4 ���4

���1 ���1 ���1 ���1

���4 ���4 ���4 ���4

Fig. 3. Partial products generator.

0 1 0 1 0 1 0 1

x′

2
y′

3 y′

2 y′

1 y′

0

x′

2y′

3 x′

2y′

2 x′

2y′

1 x′

2y′

0

pp2

pp2 Register

Fig. 4. Partial productpp2 generator.

Validity of the above diminished-1 multiplication of two4
bit numbers is demonstrated on following example. Letx′ = 9
andy′ = 10. Then

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 2, No. 2 (2013)

58



1010×1001

pp0 = 1 0 1 0
pp1 = 0 0 0 1
pp2 = 0 0 1 1
pp3 = 0 0 1 0
x′ = 1 0 1 0
y′ = 1 0 0 1

COR = 0 0 0 0

The first carry-save-adder

pp0 = 1 0 1 0
pp1 = 0 0 0 1
pp2 = 0 0 1 1

S1 = 1 0 0 0
C1 = 0 0 1 1

1

The second carry-save-adder

pp3 = 0 0 1 0
x′ = 1 0 1 0
y′ = 1 0 0 1

S2 = 0 0 0 1
C2 = 1 0 1 0

0

The third carry-save-adder

S1 = 1 0 0 0
C1 = 0 1 1 1
S2 = 0 0 0 1

S3 = 1 1 1 0
C3 = 0 0 0 1

1

The fourth carry-save-adder

S3 = 1 1 1 0
C3 = 0 0 1 1
C2 = 0 1 0 0

S4 = 1 0 0 1
C4 = 0 1 1 0

1

The fifth carry-save-adder contains only half-adders since
COR = 0000.

S4 = 1 0 0 1
C4 = 1 1 0 1

S5 = 0 1 0 0
C5 = 1 0 0 1

0

Finally

S5 = 0 1 0 0
C5 = 0 0 1 0

= 0 0 1 1 0
1

Q′ = 0 1 1 1

Thus Q′ = 7, which can be verified to be true:Q′ =
〈
〈9 ×

10〉17 + 9 + 10
〉

17
= 7.

D. RNS to binary conversion

Consider the well-known 3-moduli set{m1 = 2n, m2 =
2n − 1, m3 = 2n + 1} which has a dynamic range approxi-
mately equal to3n bits. Wang, Jullien and Miller [18] show
that the decoded binary number is obtained as

X = Y 2n + x1, (8)

where

Y =
〈

(−22n−1 +2n−1)x3 +(22n−1+2n−1)x2−2nx1

〉

22n
−1

(9)
This operation does not need any computation because equa-
tion (8) amounts to concatenation ofY obtained in (9) with
x1 as LSBs.

Residue numberx3 is encoded in diminished-1 asx3 =
x′

3 + 1. Now let

A =
〈
− 2nx1

〉

22n−1
, (10)

B =
〈
(22n−1 + 2n−1)x2

〉

22n−1
, (11)

C =
〈
(−22n−1 + 2n−1)(x′

3 + 1)
〉

22n
−1

. (12)

To evaluateA, B and C, the following property is used:
modulo (2s − 1) multiplication of a residue number by2t,
where s and t are positive integers, is equivalent tot bit
circular left shifting.

Assuming thatx1 is expressed in2n bits, wheren the most
significant bits are zeros

x1 = 0 0 . . . 0
︸ ︷︷ ︸

n

x1,n−1x1,n−2 . . . x1,0
︸ ︷︷ ︸

n

(13)

and

A = x1,n−1x1,n−2 . . . x1,0
︸ ︷︷ ︸

n

1 1 . . . 1
︸ ︷︷ ︸

n

(14)

where negative value of a number of modulo(22n − 1) is the
one’s complement of that number.

Assuming that2n bit expression ofx2 is given by:

x2 = 0 0 . . . 0
︸ ︷︷ ︸

n

x2,n−1x2,n−2 . . . x2,0
︸ ︷︷ ︸

n

(15)

it follows that

B = x2,0 0 . . . 0
︸ ︷︷ ︸

n

x2,n−1 . . . x2,1
︸ ︷︷ ︸

n−1

+0 x2,n−1 . . . x2,0
︸ ︷︷ ︸

n

0 0 . . . 0
︸ ︷︷ ︸

n−1

= x2,0 x2,n−1 . . . x2,0
︸ ︷︷ ︸

n

x2,n−1 . . . x2,1
︸ ︷︷ ︸

n−1

.

(16)
The value ofC, as given in (12), is:

C =
〈
(−22n−1 + 2n−1)x′

3

〉

22n−1
− K (17)

where

K = 22n−1 − 2n−1 = 0 1 . . . 1
︸ ︷︷ ︸

n

0 . . . 0
︸ ︷︷ ︸

n−1

. (18)

Let the(n + 1) bit expression ofx′

3 is given by:

x′

3 = x′

3n x′

3,n−1x
′

3,n−2 . . . x′

3,0
︸ ︷︷ ︸

n

(19)

or

x′

3 = 2nx′

3n + X ′

3. (20)
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Therefore, parameterC given in (17) can be evaluated as
follows: Substituting (20) into (17) and applying the above-
mentioned property, it follows that

〈
(−22n−1 + 2n−1)X ′

3

〉

22n−1

=
〈
− (x′

3,0 0 . . . 0
︸ ︷︷ ︸

n

x′

3,n−1 . . . x′

3,1
︸ ︷︷ ︸

n−1

)

+ 0 x′

3,n−1 . . . x′

3,0
︸ ︷︷ ︸

n

0 . . . 0
︸ ︷︷ ︸

n−1

〉

22n−1

=
〈
(x′

3,0 x′

3,n−1 . . . x′

3,0
︸ ︷︷ ︸

n

x′

3,n−1 . . . x′

3,1
︸ ︷︷ ︸

n−1

)

+ 0 1 . . .1
︸ ︷︷ ︸

n

0 . . . 0
︸ ︷︷ ︸

n−1

〉

22n−1

=
〈
(x′

3,0 x′

3,n−1 . . . x′

3,0
︸ ︷︷ ︸

n

x′

3,n−1 . . . x′

3,1
︸ ︷︷ ︸

n−1

) + K
〉

22n
−1

(21)

and
〈
(−22n−1 +2n−1)2nx′

3n

〉

22n
−1

= 0 x′

3n . . . x′

3n
︸ ︷︷ ︸

n

0 . . . 0
︸ ︷︷ ︸

n−1

. (22)

Adding (21), (22) and subtracting (18), it is obtained

C =x′

3,0 x′

3,n−1 . . . x′

3,0
︸ ︷︷ ︸

n

x′

3,n−1 . . . x′

3,1
︸ ︷︷ ︸

n−1

) + 0 x′

3n . . . x′

3n
︸ ︷︷ ︸

n

0 . . . 0
︸ ︷︷ ︸

n−1

=x′

3,0 xor,n−1 . . . xor,0
︸ ︷︷ ︸

n

x′

3,n−1 . . . x′

3,1
︸ ︷︷ ︸

n−1

,

(23)
wherexor,i = x′

3,i∨x′

3n, for 0 ≤ i ≤ n−1 (∨ denotes a logic
OR operation). Note thatx3,i andx3n, can never be 1 at the
same time.

To implement the modulo addition of three2n-bit numbers
(A, B andC) efficiently, we may use2n full-adders as carry-
save-adders (CSA) to convert three2n bit numbers into two.
The carry-out from the most significant bit (c2n) is fed to
the least significant bit position (c0). Then fast2n-bit carry-
propagate-adder (CPA) with end-around-carry (EAC), is used
to perform the modulo addition of two numbers to obtain the
final result. The architecture is shown in Fig. 5.

FA FA • • • FA

• • •

y2n−1y2n−2 y0

CPA with EAC

c1c2n−1c2n

s2n−1 s2n−2 s0

cout

x′

3,0 xor,n−1 x′

3,1

x1,n−1 x1,n−2 1x2,0 x2,n−1 x2,1

Fig. 5. The implementation of modulo(22n − 1) addition of three2n-bit
numbersA, B andC.

E. An example

Consider the moduli set{16, 15, 17} which is a special case
of the moduli set{2n, 2n−1, 2n+1} for n = 4. To convert the

RNS numberX = (12, 3, 9) into its corresponding weighted
binary representation, we have

x1 = 12 1100
x2 = 3 0011
x′

3 = 9 − 1 = 8 0 1000

Based on (14), (16) and (23),Y can be computed as

A = 0011 1111
B = 1001 1001
C = 1100 0011 +

Sum vector = 0110 0101 s2n−1s2n−2 . . . s0

Carry vector = |1| 0011 011 c2nc2n−1 . . . c1
1

|0| 1001 1100

cout = 0 +

Correct Result:Y = 1001 1100

Finally, based on the equation (8), the final weighted binary
number,X , can be simply calculated as

X = Y 24 + x1 = 1001 1100 1100 = 2508.

Thus,X = 2508, which can be verified to be true.

III. A RCHITECTURE OF THEFILTER

Difference equations for each channel of FIR filter, imple-
mented as RNS, can be defined as:

yj(n) =
〈 N−1∑

i=0

〈bi,jxj(n − i)〉mj

〉

mj
, for j = 1, 2, 3 (24)

where xj(n) and yj(n) are the residue representations of
the input and the output signals of the filter modulomj,
respectively, andbi,j , i = 0, 1, 2, . . . , N − 1 are the filter
coefficients in RNS representation.

FIR filter can be implemented in a conventional scheme
using delay elements. The delay elements actually pass the
values delaying them by certain amount of time so that the
signal values of the previous steps are multiplied with the
corresponding coefficients. In this process, at each step, we
need the computation of whole function.

The same FIR filter can be realized using Systolic Multiply-
Accumulate architecture by implementing a pipelined Direct-
Form filter [19], as depicted in Fig. 6. In this technique, the
computation is partitioned into smaller parcels that can be
assigned to a series of different concurrent processing elements
in such a way as to achieve advantage in speed.

z−1 z−1

z−1

z−1

+++

×××

z−1

+++

×××

•••z−1

+++

×××

•••

〈b0 − 1〉m3
〈b1 − 1〉m3

〈bN − 1〉m3

0

〈x(n) − 1〉m3

〈y(n) − 1〉m3

Fig. 6. Systolic realization of diminished-1 encoded channel (m3 = 2n +1)
of N th-order nonrecursive digital filter. One processing element is dashed part
of figure.

This linear phase lowpass filter, designed by means of
published program based on the Parks-McClellan algorithm, is
normalized so that the passband edge is 0.4π, stopband edge is
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0.5π and the minimum stopband attenuation is 32.625dB. The
filter coefficients are shown in Table III for double precision
(the IEEE 754 standard) and for 10-bit precision in integer
notation.

TABLE III
THE 31TH-ORDERFIR LOWPASS FILTER COEFFICIENTS FOR MODULI

SET(2n − 1, 2n2n + 1}, WITH n = 6.

Coefficientsbi Double precision Int. RNS numbera

bi,1 bi,2 b′i,3

b0 = b24 –0.0005790732070 0 / / /
b1 = b23 0.0107143423917 5 5 5 4
b2 = b22 0.0056224531799 3 3 3 2
b3 = b21 –0.0121381434840 –6 58 57 58
b4 = b20 –0.0186695715150 –10 54 53 54
b5 = b19 0.0085434429402 4 4 4 3
b6 = b18 0.0385495109566 20 20 20 19
b7 = b17 0.0119972274970 6 6 6 5
b8 = b16 –0.0606997415311 –31 33 32 33
b9 = b15 –0.0684021145565 –35 29 28 29
b10 = b14 0.0782461959053 40 40 40 39
b11 = b13 0.3044489251280 156 28 30 25

b12 0.4150604524227 213 21 24 17

aThe RNS numberb′i,3 = 〈bi〉m3
is diminshed-1 coded.

Since integer values of coefficientsb0 andb31 are equal to
zero, the filter length is reduced toN = 30, as it is shown in
Table III.

Integer values in the third column in Table III are
transformed from floating point value (second column) in
two steps. The first step is the conversion of floating point
filter coefficients,b, into binary stringb using two MATLAB

c©

functions, Q_1=quantizer(’round’,Format) and
b_binary=num2bin(Q_1,b). Value of parameter
Format creates parameters of binary numbers:
[wordlength,fractionlength] for signed fixed-
point mode. For 10-bit precision format these parameters are
wordlength=10 and fractionlength=9.

This paper investigates binary-to-residue converter for
the modulo set{63, 64, 65} with diminished-1 encoded
2n + 1 channel. In the following example we de-
scribe the fixed point-to-residue number system conver-
sion of coefficient b1. Double precision of filter coeffi-
cient b1 is −0.012138143484039 which is converted into
binary number b_binary=1111111010, then into in-
teger numberb_int=-6, and finally into RNS number
b_RNS=(58,57,59).

The filter generated by RNS moduli set{2n−1, 2n, 2n +1}
with diminished-1 encoded channel, forn = 6 provides the
dynamic rangeM = 262 080. Hereby the filter can operate
in this range and provide better bit efficiency than existing
standard RNS based filters.

A. Filter Performance

The simulation, performed in Matlab (R2010a), depicts the
effects of this approach on the filter design.

Assume that the data sequence is quantized to 8 bits
(including sign) and that filter must be implemented without
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Fig. 7. Attenuation response (top) and quantization error for the coefficient
rounding to 9-bit (bottom).

rounding error. An absolute upper bound of filter response
|ym(n)| is given by equation (25)

|ym(n)| ≤max{|x(n)|}
23∑

k=1

|bk| = 216320

≈ 17.72 bits.

(25)

The moduli set{63, 64, 65} provides a dynamic range of
17.99 bits, which is adequate for the most practical cases
since the bound of 17.87 bits, given by (25), is extremely
pessimistic [20].

Figure 8 shows impulse response of the RNS channels. In
{64, 63, 65} proposed residue number system unit sample is

δ(n) =

{

(51, 54, 47), for n = 0

(0, 0, 64), for n > 0.
(26)

First two channels are normally encoded, but the third is
diminished-1 encoded.
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)
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Diminished−1 encoded channel

y 3′ (n
)

Samples

Fig. 8. The impulse response of the RNS channels:2n channel, above;
2n − 1 in the middle;2n + 1 diminished-1 encoded channel, down.
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Response of each channel is symmetric about 11-th sample.
In diminished-1 encoded channel zero is coded with 64.

The impulse response of this digital filter is shown in Figure
9, where samples are given in integer form. The required
number of bits is the sum of the coefficient bits and data bits.
In this design it is 17 bits. Thus, dividing by217 the integer
response is transformed into fixed point response.
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Fig. 9. Impulse response of the RNS lowpass filter.

IV. CONCLUSION

The design of a finite impulse response digital filter in a
residue number system has been presented. The RNS coding
technique with diminished-1 encoded channel is attractive for
FIR filters which require only multiplication and addition
because these operations are very fast in an RNS. The ar-
chitecture of all building blocks, except residue-to-binary con-
verter with diminished-1 encoded channel and architectures for
modulo multiplication, has already been discussed in previous
papers. The architecture for reverse convertor that includes
diminished-1 encoded channel, which uses only binary adders
without memory blocks, is proposed in this paper. To achieve
high speed, new partial product generator combining with the
Wallace tree is adopted for the multipliers.

Future research includes the extension of this study to Xilinx
chips, the power-figure measurement and a full characteriza-
tion of each design option at layout level.
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implementation of the IDEA cryptographic algorithm,” inProceedings
of the 12th Conference on Field-Programmable Logic and Applications
(FPL 2002), M. Glesner, P. Zipf, and M. Renovell, Eds. Montpellier,
France: Springer-Verlag, Sept. 2–4, 2002, pp. 760–759.

[16] J.-L. Beuchat, “Some modular adders and multipliers for field pro-
grammable gate arrays,” inProceedings of 17th International Symposium
on Parallel and Distributed Processing, IPDPS’03. Los Alamitos, CA,
USA: IEEE Computer Society, Apr. 22–26, 2003, pp. 190–197.

[17] C. Efstathiou, H. T. Vergos, G. Dimitrakopoulos, and D. Nikolos,
“Efficient diminished-1 modulo2n + 1 multipliers,” IEEE Transactions
on Computers, vol. 54, no. 4, pp. 491–496, Apr. 2005.

[18] Z. Wang, G. Jullien, and W. Miller, “An improved residue-to-binary
converter,”IEEE Transactions on Circuits and Systems I, vol. 47, no. 9,
pp. 1473–1440, Sept. 2000.

[19] A. Antoniou, Digital Signal Processing: Signals, Systems, and Filters.
New York: McGraw-Hill, 2006.

[20] W. K. Jenkins and B. Leon, “The use of residue number systems in the
design of finite impulse response digital filters,”IEEE Trans. on Circuits
and Systems, vol. CAS-24, no. 4, pp. 191–201, Apr. 1977.
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 

Abstract—This contribution deals with sound source 

direction estimation in the three-dimensional space. An 

energetic analysis method based on B-format signals 

processing is presented in this paper. This method is able to 

estimate the direction of arrival for multiple sound sources in 

the three dimensional space. A single SoundField microphone 

can be used to pick-up B-format signals indirectly. The method 

has been simulated in Matlab and tested in a real environment. 

Experimental results demonstrate the validity of this method.    

 
Keywords—Sound source localization, B-format signals, 

energetic analysis method.  

I. INTRODUCTION 

In the last years, several sound source localization methods 

have been invented to localize targets. They can be mainly 

divided into active and passive systems. Active systems 

send a sound pulse and receive the echo coming back after 

reaching a target, and then calculate the distance between 

the target and the main station. This method is used in active 

SONAR (sound navigation and ranging) ‎[1]. The passive 

systems listen to the sound coming from the targets to locate 

them. Such method is used in passive SONAR. The passive 

systems can be divided into groups depending on the 

physical principle they use to localize the sound sources. 

The most physical principles used to localize the sound 

sources are the time delay estimation ‎[2] and the phase 

difference ‎[3]. Physical principle of the phase difference and 

time delay is essentially the same but the methods differ in 

approach to the estimation. Two or more microphones are 

used to pick-up the sound coming from the sound sources 

and then some methods are used to calculate the time delay. 

The time delay can be calculated as the time which gives the 

maximum correlation between the sound signals that picked 

up by the microphones. In case where the method is used to 

localize several sound sources, more microphones are 

needed. The phase difference depends on the frequency of 

the sound signal and on the propagation path difference. The 

phase difference should be calculated in the frequency 

domain after using short time Fourier transform with 
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Hanning window for instance. The corresponding outputs 

for each signal are then multiplied to achieve the cross 

spectrum. The cross spectrum is then overlapped and 

averaged to get the phase difference spectrum ‎[4]. 

   Many sound source localization methods have been 

proposed in the last decade. They differ in the number of 

sound sources they can localize and the ability of 

localization in the three dimensional space. The new 

methods try to reduce the number of used microphones. A 

method proposed in ‎[5] uses three microphones to localize 

the sound sources in three dimensional space. However, that 

method needs special reflector and source counting, and it is 

used to localize a dominant sound source. Other methods 

can be used to localize multiple sound sources, whereas they 

use more microphones. For instance, in ‎[6] an array of eight 

microphones is used for sound source localization and 

tracking. However, the previous method is able to estimate 

the distance of the sound source too. 

  This paper presents an approach referred to as sound 

source direction estimation using energetic analysis, which 

aims at estimating the direction of arrival for multiple sound 

sources in three dimensional space depending on energetic 

analysis of B-format signals, i.e., the direction of the sound 

sources. Three B-format signals are needed to estimate the 

direction of the sound sources in the horizontal plane only, 

while four B-format signals are needed to estimate the 

direction of the sound sources in three dimensional space.  

The paper is organized as follows: B-format signals are 

described in Section 2. The energetic analysis method is 

introduced in Section 3. Section 4 presents the simulation 

results.  Experimental results in both horizontal and vertical 

planes are presented in Section 5 and conclusion can be 

found in Section 6.  

II. B-FORMAT SIGNALS  

A. B-format Principle  

B-format signals consist of four signals namely     ,     , 
     and     , which carry the information about the 

acoustic field near to the microphone ‎[7]. The signals      
and       carry information about horizontal plane,      

carries information about vertical plane and      is an 

omnidirectional signal, see Fig. 1. 

The encoding equations for B-format signals are ‎[7] 

 

                   
 

                   
                                         (1) 
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√ 
     

 

where   represents the azimuth angle of the source,   

represents the elevation angle of the source and s represents 

the sound signal. 

Front (x(t))

Up (z(t))

Left (y(t))

W(t)

 
Fig.1. Polar patterns of B-format components. 

 

  In order to record B-format signals directly, a combination 

of coincident conventional microphones is needed, whereas 

three figure-of-eight microphones are used to pick-up the 

signals      ,     , and      , an omnidirectional micro-

phone is used to pick up the      signal.  

B. A-format Signals  

  B-format signals can be derived from A-format signals. A 

single SoundField microphone can be used to pick-up A-

format signals ‎[8]. As can be seen in Fig.2, the microphone 

consists of four capsules to pick up the sound in the 

directions left-front, right-front, left-back and right-back.     

 

 
 

Fig.2. SPS200 SoundField microphone used to record A-

format signals. 

 

 After recording A-format signals, B-format signals can be 

derived by the equations ‎[9] 

 

                         , 
 

        (               )  

                                                                                           (2)     

        (               )                           

 

        (               ) 

 

where     ,     ,      and      are B-format signals, and 

                correspond to the signals recorded by 

the capsules left-front, right-front, left-back and right-back  

respectively. 

III. ENERGETIC ANALYSIS METHOD 

The principle of energetic analysis method is that the sound 

source direction is the opposite direction of the intensity 

vector of the sound. This principle is used also in directional 

audio coding (DirAC) ‎[10].   

   In time domain, the instantaneous acoustic intensity can be 

written as ‎[11] 

 

  ⃗⃗                                                                        (3) 

 

where      is the acoustic pressure and         represents the 

particle velocity vector.                                                                                

  In energetic analysis method, the sound signals are first 

divided in time and then in frequency using short Fourier 

transform method (STFT). For each time frame, the 

intensity vectors are computed in frequency domain. The 

instantaneous intensity vector can be derived from the B-

format signals, it can be written as ‎[12] 

 

       [                       ]
 
                                (4) 

 

where its component can be derived from the equations  
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where Z0 is the acoustic impedance of the air, t is time, f is 

frequency, * denotes complex conjugate,       ,        , 

       and        are the Fourier transform for the B-

format signals     ,     ,      and       respectively. 

After calculating the intensity vector for each time frame, 

the direction of sound can be calculated using these 

equations for the azimuth ‎[11] 
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and this equation is used to estimate the elevation  

 

            [
        

√                 
]                   (7) 

 

  As it can be seen from the previous equations, the azimuth 

and the elevation is calculated for each frequency bin in 

each time frame, and then the azimuth and the elevation can 

be determined, see Fig.3. 

 

B-format signals

Dividing signals 
in time 

Dividing signals 
into frequency 

bands

Azimuth and 
elevation estimation 

Statistical calculation for 
angles for each time frame 

The estimated
 angles 

 

Fig.3. Energetic‎analysis‎method’s‎diagram. 

 

  During a single time frame, each frequency bin carries 

information about direction of one sound source with 

dominant intensity in given frequency bin. We assume that 

only one single sound source is dominant in this case. This 

assumption can be hold since the sound signals differ from 

each other, and they have different spectral intensity in each 

time frame. After calculating the azimuth and elevation, a 

statistical process should be done to choose the most 

likelihood angles, from which the sound comes from as 

follows: assuming we have only one sound source, the 

estimation of direction or arrival of sound is determined as 

the angle that maximizes the summation of function 

(      ) on the whole frequency interval for each time 

frame, and it could be written as  

     ∑             

 

   

  

                                                                                            (8) 

                      
  

and the elevation as  

 

     ∑             

 

   

  

                                                                                            (9) 

                      
 

where           ,            are the estimated sound source 

angles (azimuth and elevation respectively), K is the number 

of the frequency bins for            and            
        is the vector of azimuths, t denotes the time frame 

index, k is the frequency bin, and              is the 

probability that this signal comes from the direction α which 

is estimated from each frequency bin according to  (6). 

IV. SIMULATION RESULTS 

Simulation results show the ability of this method to 

estimate direction of arrival of sound sources in both vertical 

and horizontal planes. Assuming we have three sound 

sources around the microphone, B-format signals can be 

generated from these signals according to (1). In the first 

simulation scenario, three sound sources were assumed to be 

around the microphone, with absence of noise. As can be 

seen in Fig. 4, the method was able to estimate the sound 

sources directions correctly, where the peaks denote the 

three estimated angles.   

 
Fig.4. Simulation results in absence of noise. 

 

  In this simulation part, two different noise signals were 

added to each B-format signal. The first noise signal is a 

fan’s‎ noise‎ signal,‎ the‎ spectral‎ density distribution of this 

signal is shown in Fig.5. The second noise signal is pseudo-

random noise with a normal distribution with mean zero and 

standard deviation of one which is generated by Matlab.  

 
Fig.5. Spectral density distribution for a fan noise sound 

signal. 

 

  The two noise signals were assumed to surround the 
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microphones in both horizontal and vertical planes. The 

signals were assumed to be equidistantly separated (i.e. 4 

degrees from each other in the horizontal plane and 5 

degrees from each other in the vertical plane). 

  Simulation results are shown in Fig.6. As can be seen, the 

method is able to determine the direction of the sound 

sources in both vertical and horizontal plane, where the 

peaks denote the sound sources direction of arrival. The 

present of the noise signals affected the accuracy of the 

method, where some frequency bins denote to the direction 

of the noise signal sources. The SNR between      and the 

noise signal in our simulation is about   26 dB.  

 
Fig.6. Simulation result with the present of pseudo-random 

noise signal and a fan noise signal. 

V. EXPERIMENTAL RESULTS 

  The measurements were carried out in the acoustic 

laboratory at Department of Telecommunications FEEC, 

Brno University of Technology, where the conditions of the 

experiment were same as in sound control rooms, listening 

rooms, or in living rooms with high quality listening 

environment; the laboratory provides semi-diffuse field with 

reverberation time RT60 < 0.3 s in all octave bands.  

 

SoundField 
microphone 

 
Fig.7. Recording the sound using soundfield microphone.  

The measurements were carried out in both horizontal and 

vertical plane. The recording was made for three speakers 

(three men), who stood around the microphone in different 

arbitrary positions, see Fig.7.  

Soundfield microphone was used to pick-up the sound, after 

recording the A-format signals, the B-format signals were 

derived according to (1).  

 In the first part of our experiment, three men were talking 

simultaneously in three arbitrary positions around the 

microphones, see Fig.7; the measurements were repeated 

forty times. The results for those forty measurements in the 

horizontal plane are shown in Fig.8. The results are shown 

using box plots. The boxes have lines at lower quartile, 

median, and upper quartile values. The whiskers show the 

extent of the rest of the data. The outliers are presented by 

red cross outside of the whiskers. As can be seen in Fig.8, 

the median error for the speakers was about 5 degrees for 

the first speaker, and 4 degrees for the second and the third 

speaker.  

 
Fig.8. Average absolute angle error for the three speakers in 

the horizontal plane. 

 

 In the second part of the experiment, the same three men, as 

in the first part, were talking simultaneously in vertical 

plane; the measurement was repeated twenty times. The 

absolute angle error in the vertical plane is shown in Fig.9, it 

can be seen that the median error in this case was about 5 

degrees for the first and second speakers and 4 degrees for 

the third speaker. 

 
Fig.9. Average absolute angle error for the three speakers in 

the vertical plane. 
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 The error that happens when this method is used comes 

mostly from the reverberation in the room and from the 

noise signals.  

   As can be seen in Fig.8 and Fig. 9 the method is able to 

estimate the direction of arrival for multiple sound sources 

in both horizontal and vertical plane, the median error was 

about 4 degrees. 

  Compared to our method, eight microphones are used in a 

method presented in ‎[6] for three dimensional localization 

and tracking of sound sources, whereas our method is able 

to estimate the direction of the sound sources in three 

dimensional space using four signals. However, the absolute 

angle error is bigger in our method. The angle absolute error   

in our method is about 4 degrees whereas the angular 

accuracy was better than one degree for a stationary source 

at 1.5 meter distance in the method presented in ‎[6]. The 

simulation results for the method presented in ‎[5] showed 

that the method was able to localize a dominant sound 

source using three microphones. The angle of arrival 

absolute error for this method differs depending on the kind 

of added noise and the SNR. The simulation results for this 

method showed that the angle error in absence of white 

Gaussian noise was about 3%  when SNR was about -20 dB, 

and the angle error was 100% in absence of pink noise and 

SNR less than 0 dB. However, our method is able to localize 

multiple sound source using only three signals in the 

horizontal plane and four signals in the three dimensional 

space‎with‎absence‎of‎mixed‎fan’s‎noise‎and‎pseudorandom 

noise  and SNR about -26 dB. 

VI. CONCLUSION 

A method for three dimensional sound sources direction 

estimation was presented. This method is able to estimate 

the direction of multiple sound sources in both horizontal 

and vertical plane. Simulation results showed the affectivity 

of this method in both absence and presence of the noise 

signals. Experimental results showed that this method was 

able to estimate the direction of sound sources in three 

dimensional space.  
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 

Abstract— The paper deals with a definition of typical 

structure forms, which can be extracted from the surface of 

sedimentary grains. The co-occurrence features are used for 

this purpose. To find typical patterns, the K-means clustering 

technique is used to group related data in feature space. Then, 

it is visually investigated if related data in feature space are also 

related when being perceived by human. The scheme for a 

specific grain texture definition is proposed and three models of 

grain textures are experimentally created. The first model 

involves especially significant grain corners and edges, the 

second model involves homogeneous parts of a grain, the third 

model can be used for coarse and abraded surface recognition.  
 

Keywords—Texture, sedimentary grains, co-occurrence 

matrix, K-means, clustering. 

I. INTRODUCTION 

The goal of geomorphological research is to reveal a 

relief genesis of an investigated area. This research can be 

carried out by the methodology called exoscopy. Speci-

fically, this process means the analysis of unlithified 

sedimentary grains. The grains are examined and typical 

structural features are sought on its surface. Such features 

can be the degree of roundness, presence of fractures, and so 

on [1]. When a set of grains (contained in one sample) is 

analyzed, the histograms of particular features are 

constructed and typical features for a given genesis are 

stated. Because these grains are of small sizes, electron 

microscope is utilized for magnifying and capturing them, 

see Fig. 1. After zoomed images are obtained, they are 

manually analyzed by experienced expert. This procedure is 

very time consuming. Because the analysis is done by using 

images, it could be possible to incorporate image processing 

techniques into the analysis to shorten the analysis time or to 

bring some new information suitable for genesis evaluation.  

The objective of this paper is to define typical structure 

forms, which can be recognized on the surface of sedimen-

tary grains by using a computer. As stated in the previous 

paragraph, the information about a grain surface character, 

described by typical structure forms, can be used to build 

statistics about a set of grains (one sample) and these 

statistics can be used for genesis estimation in the exoscopy 

analysis. The purpose of computer usage is to ease the 

routine work of experts. Typical structure forms, which are 
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sought on the grain surface, have been already defined by 

geomorphologists. However, the implementation of a 

procedure which would be able to extract the defined 

structures is not straightforward due to the complex nature of 

grain surface. Thus, structure forms, which can be easily 

obtained by using computers and also which can be 

interpreted by human expert need to be found. 

The co-occurrence features and a clustering technique are 

used in this task. The computer analysis of grains is con-

ducted from the perspective of texture analysis for which the 

co-occurrence features are widely used. The reason is that 

the grain surface structures exhibit some degree of random-

ness and generally, texture can be seen as a mixture of 

typical patterns with some degree of random variability [2]. 

Then, the K-means clustering technique is used for investi-

gating the feature space presented by the co-occurrence 

features. Individual clusters, which represent a given texture 

type in feature space, are examined if they also represent a 

particular texture type when visually perceived by human. 

There are papers dealing with texture and clustering 

utilization [3][4]. However, they are motivated by using the 

texture analysis for segmentation. Moreover, these methods 

are evaluated on the images from general synthetic testing 

databases. In this study, the main point is to define grain 

structure forms, which can be described by co-occurence 

features. 

 

 

II. PRINCIPLES 

A. Co-occurrence matrix 

Co-occurrence matrix [5] represents spatial relations 

between values of pixels in an image. Consider images p1 

and p2, where p2 is created by shifting p1 with distance (x,y) 

in Cartesian coordinates. These images are overlapped and 

number of pixel pairs with values (i,j), where i is value in p1 

and j in p2, is written on the position of i-th row and j-th 

column in the co-occurrence matrix P(i,j). P(i,j) is thus 

constructed for a given parameters (x,y). When P(i,j) is 

Definition of Typical Textures of Sedimentary 

Grains Using Co-occurrence Features And 

K-means Clustering Technique 

Aleš Křupka 

 
Fig. 1. Examples of grain images acquired by electron microscopy 
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normalized by number of pairs, joint distribution  p(i,j) of 

pair values is obtained. The co-occurrence matrix is square 

and its size is equal to number of possible intensity values in 

images p1 and p2. The size of co-occurrence matrix thus can 

be reduced by stronger quantization of image. The co-

occurrence matrix is still very raw representation of texture, 

thus different measures are used to describe texture [6]. The 

mostly used measures are the following 
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where the range of i and j is given by size of p(i,j), μi, μj are 

marginal means of p(i,j) distribution, σi, σj are marginal 

standard deviations of p(i,j) distribution. When p1 is a 

subpart of some bigger image, then the features can be 

considered as local. This way, the texture of image subpart is 

described. By changing the parameter (x,y), different 

features for a given sub-window can be extracted using 

previous formulas so a feature vector for the sub-window is 

obtained. Because no prior information about a texture type 

of the extracted sub-windows is known, no labels belong to 

the extracted feature vectors and thus, the desired texture 

models cannot be formed using some supervised machine 

learning algorithm. Moreover, it is desirable to evaluate the 

possibilities of co-occurrence features obtained from the 

sedimentary grains. Therefore, the key idea is to investigate 

the feature space of co-occurrence features if it is possible to 

specify some of feature space subparts, which present some 

kind of texture. This way, typical structure forms of 

sedimentary grains could be defined and it could be then 

distinguished between them. For this reason, clustering can 

be used to inspect if similarity in data space corresponds to 

texture similarity perceived by human. 

B. K-means 

The well-known K-means algorithm of clustering can be 

used [7]. This algorithm allows to group D-dimensional data 

consisting of N samples xn into clusters according to their 

inter-samples distances, where n = 1,...,N. The goal is to 

construct centroids {μk}, where k = 1,…,K, such that 

centroid μk belongs to k-th cluster. The data point xn is then 

assigned to the cluster, whose centroid is in the smallest 

distance from xn, Euclidean metric ǁxn - μkǁ
2
 is usually used as 

the distance. During the procedure of searching for optimal 

centroids μk, an optimization objective is given by 

 

kn

knnk xrJ

,

2
  

where rnk = 1, if data sample xn is assigned to k-th cluster, 

otherwise rnk = 0. Thus, the term J represents the sum of the 

squares of the distances between sample and its assigned 

cluster with centroid μk. To minimize J, sets of the {rnk} and 

the {μk} need to be found. This is done by an iterative 

optimization procedure where each iteration consists of two 

steps. In the first step, the minimization is done with respect 

to {rnk}, which means to assign data samples xn to its closest 

cluster centroids μk. In the second step, the minimization is 

done with respect to {μk}, the value of μk is computed as the 

mean of data samples assigned to the k-th cluster. This 

optimization is repeated until convergence. Usually the 

initialization of the set {μk} is done by assignment of 

randomly selected data samples to the cluster centroids μk. 

The optimization procedure does not guarantee to reach the 

global optimum of J, so to bring up the chance of ending up 

in the best local optimum, the iterative optimization can be 

repeated multiple times with different random initialization 

of the centroids μk, after that, the model with the lowest J is 

selected. 

III. METHOD 

A. Implemented procedure 

This part describes the implemented procedure using 

previously mentioned principles. A primitive used for the 

texture evaluation is a square sub-window taken from an 

image. The square sub-windows are sequentially extracted 

from the image with a given step. Co-occurrence matrices 

for several offsets (x,y) are then constructed from the sub-

windows, and measures (1)(2)(3)(4) are computed. This way 

a dataset from available image set is obtained, the feature 

extraction process is shown in Fig. 2. 

 

 
 

After the extraction, examination of feature data is 

performed. The K-means clustering technique is used to 

divide the dataset into parts homogeneous in feature space. 

Then the result of clustering is visually evaluated, see Fig. 3. 

From the first clustering result, visually recognizable type of 

texture, which seems to be consistently included in one or 

more clusters, is selected. 

 

 

 
Fig. 2. Procedure of feature extraction: From the images, square subparts are 

obtained, which are used for construction of co-occurrence matrices. The 

measures of co-occurrence matrices constructed from a single sub-window 

form a single feature vector. 

 
Fig. 3. Example of initial clustering for K = 9. 
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It is certainly possible that more than one type of texture 

perceived by human can be included into one cluster, 

therefore, the selection scheme demonstrated in Fig. 4 is 

applied. This selection scheme can be understood as a 

decision tree, where the clusters not fitting to a given texture 

are discarded. On the rest of data, K-means procedure is 

applied and the result is again visually examined. This way 

the subpart of feature space, which belongs to visually 

related textures, is determined more specifically. 

 

B. Experiment scheme and properties 

Here follow the parameters of the experiment. The reso-

lution of the images is 1280x960 pixels. A sedimentary grain 

is located in the middle of image and covers a significant 

part of the image. The square sub-windows for features 

extraction are of size 30 pixels and they are picked with 

horizontal and vertical step of 8 pixels. To avoid extracting 

sub-windows from the background parts of an image, 

manually prepared masks determining the area of a grain are 

used for controlling the extraction of the sub-windows. From 

every sub-window, co-occurrence matrices are extracted for 

parameters (1,0), (1,1), (0,1), (-1,1), (15,0), (15,15), (0,15), 

(-15,15), which represent shifts in directions of 0, 315, 270, 

225 degrees, the opposite directions are ignored from the 

assumption of texture periodicity. The shift of 1 or 15 pixels 

in x and y directions is chosen to exhibit co-occurrences in 

closer spatial relations as well as in the distance of half sub-

window width. The intensity values of sub-windows are uni-

formly quantized to 16 levels to get smaller size of co-

occurrence matrices. From the prepared co-occurrence 

matrices, the feature vectors are computed as described in 

Section III a). The number of features in a vector is 32 

because of 8 offsets of co-occurrence matrices multiplied by 

4 measures computed from them. For getting texture data the 

set of 100 images is used.  

The K is set to 9 to provide sufficiently fine clustering and 

still to allow good cluster visualization by different colors, 

see Fig. 3. Then the set of 100 pictures is visually examined 

and a type of texture, which seems to be well defined by 

clusters, is selected. Thus the subpart of dataset is selected 

for the next stage of clustering. This procedure is repeated 

several times to define the best possible subpart of feature 

space, which corresponds to visually consistent texture type. 

The model created by scheme in Fig. 4 is then visually 

evaluated on the other independent test set of images. 

IV. EXPERIMENTAL RESULTS 

A. Created models 

The experiments were conducted according to description 

in the previous part. During the experiments, three texture 

models using co-occurrence features were created. 

The first model locates the sharp and contrast edges as can 

be seen in Fig. 5. The color marks located in different parts 

of the image represent the centers of sub-windows, whose 

content meets the given texture model.  

 

 
 

The second model was designed to address especially 

homogeneous part of the grain surface. This way especially 

smooth and plain parts of grain are detected which is 

visualized on samples in Fig. 6.  

The third model is aimed to texture of rough and variable 

grain surface, which is illustrated in Fig. 7. 

B. Discussion 

As can be seen, the clustering of dataset is being used for 

defining typical structural pattern contained in an examined 

image subpart. According to initial clustering results, three 

texture models were defined as subparts of the whole feature 

 

 
Fig. 4. Procedure for texture modeling. A model is specified by a subpart of 

feature space. 

 
Fig. 5. Example of visualization using the first model: Left side presents the 

original image; right side highlights the sub-windows, whose texture belongs 

to the first model. 
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space using procedure in Fig. 4. In the right part of Fig. 5, 

Fig. 6 and Fig. 7, the positions of sub-windows whose 

feature vectors belong to the subpart of feature space defined 

by a model are highlighted by color spots. Different colors 

stand for different clusters defined in the last stage of 

procedure shown in Fig. 4, however, all of these different 

clusters belong to one defined model. 

The first constructed model defines the feature space 

subpart, which includes especially the parts of grain surface 

containing significant rapid intensity changes, see Fig. 5. 

The corners connecting two well visible plains are the most 

probable to be involved by the model, see Fig. 5a, b. On the 

other hand, well rounded grains do not contain a lot of these 

corners and thus a small number of sub-windows belongs to 

the first model, see Fig. 5c. A grain with coarse surface can 

miss well distinct corners, therefore, a small number of color 

spots can be seen in Fig. 5d. 

The second model is designed for inclusion typically 

homogeneous parts of texture. Fig. 6a,b demonstrate 

highlighted homogeneous plains. Also parts of a well roun-

ded grain without coarse structure are captured by the 

second model, see Fig. 6c. Conversely, a grain with rough 

structure has a minimum of homogeneous parts which is also 

reflected in small number of highlighted sub-windows in 

Fig. 6d. 

The third model is aimed to coarse structure generated e.g 

by surface abrasion, which is clearly visible in Fig. 7 where 

the sub-windows containing rough texture are highlighted. 

 

The distinctive corners as well as smooth plains on the grain 

surface are omitted by the third model. 

The classified sub-windows according to created models 

can be used for percentage computation of a given texture 

occurrence on the grain surface. This way, statistics can be 

evaluated by geomorphologists and these results can be 

included to the conclusions stated about particular geo-

morphological genesis. This classification scheme can be 

also used as one particular step in possible multi-stage grain 

processing. As can be noticed in the presented figures, some 

sub-windows can be highlighted by a model in spite of their 

visual non-similarity to the model, which can be caused by 

intersection of visually different textures in feature space. 

However, the experiments showed that typical textures are 

densely filled with correctly classified sub-windows, thus 

areas with a high concentration of highlighted sub-windows 

can be considered as areas of texture given by the used 

model. This offers e.g. to determine grain parts for further 

specific processing dependent on texture. The sub-windows 

highlighted by the first model are typically positioned into 

thin lines so they represent the corners of the grain. If these 

lines would be properly extracted by further processing, the 

roundness of a grain could be evaluated not only from the 

shape borders of 2D projection (for which some methods 

have been done) but also from the presence of corners inside 

the grain. 

 

 

 

 

Fig. 6. Example of visualization using the second model: Left side presents 

the original image; right side highlights the sub-windows, whose texture 

belongs to the second model. 

 
Fig. 7. Example of visualization using the third model: Left side presents the 

original image; right side highlights the sub-windows, whose texture belongs 

to the third model. 
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V. CONCLUSION 

The main purpose of this work was to find typical 

structure patterns of sedimentary grains, which can be 

described by co-occurrence features. The possibilities of the 

main co-occurrence features were explored using K-means 

clustering technique instead of a prior definition of textures 

and utilization of some supervised machine learning 

techniques. The reason was that the structure forms defined 

by geomorphologists cannot be easily extracted from images 

using computers because of their complex nature. Thus the 

feature space of co-occurrence features was examined to 

find typical subspaces representing visually consistent 

texture, for which K-means algorithm was used. By visual 

inspection of clustering result the typical classes were 

defined. The separate models were constructed for detection 

of sharp edges, homogeneous surface and rough surface. The 

sharp edges positions can be further processed to locate the 

corners or sharp lines. The parts with frequent detections of 

homogeneous sub-windows can be considered as smooth 

plain of surface without significant changes. Frequent 

detections of rough surface can determine the extensively 

abraded part of grain. The degree of presence of these three 

defined structure forms can be then used as input data for the 

exoscopic analysis. 

The future work will be aimed at utilization of extracted 

texture as a base for more specific texture classification and 

also for an evaluation of statistical occurrence of these 

computer extractable surface structures in different geomor-

phological geneses. 
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 
Abstract — This article presents an encryption system based 

on the PCA (Programmable Cellular Automata) theory and 
the implementation in reconfigurable hardware in order to 
achieve high speed communication for real time applications. 
The proposed encryption algorithm belongs to the class of 
symmetric key and the entire model was implemented on a 
reconfigurable hardware in FPGA (Field-Programmable Gate 
Arrays) device of type Spartan 3E XC3S500E in order to take 
the full advantage of the inherent parallelism of the PCA. 
Based on PCA state transitions certain fundamental 
transformations are defined which represents block ciphering 
functions of the proposed enciphering scheme. The 
experimental results prove that the proposed enciphering 
scheme provides high speed, good security and it is ideally for 
hardware implementation in FPGA devices. 
 

Keywords—Block ciphers, Cellular automata, 
Cryptography, Programmable cellular automata, 
Reconfigurable hardware. 
 

I. INTRODUCTION 

Data security for many internet based applications is 
becoming more and more important with the rapid growth 
of the quantity of the information transmitted using network 
communications. 

In present, promising applications for cryptographic 
algorithms may be classified into two categories: processing 
of large amount of data at real time (potentially in a high 
speed network) – examples include telephone conversations, 
telemetry data, video conferencing, streaming audio or 
encoded video transmissions and so forth – and processing 
of very small amount of data at real time (in a moderately 
high-speed network transmitted unpredictably) – examples 
include e-commerce or m-commerce transactions, bank 
account information, e-payments and micro-browser-based 
(WAP-style), HTML page browsing and so forth. In both 
cases, cryptography is the best solution against the 
unauthorized use of the information. 

In the recent years, researchers have remarked the 
similarities between bio-inspired systems – as cellular 
automata (CAs), chaos and cryptography [1], [2]. Several of 
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the CAs features can be correlated with the cryptographic 
properties. A relevant relationship between cellular 
automata and cryptography was revealed by Shannon in his 
fundamental early work [3]. In [3], Shannon discusses about 
a system composed from simple components that interact 
between them – with a transparent local comportment – but 
the global comportment of the entire system unsuspected, 
things that are well known in the cellular automata theory. 

The essence of the theoretical and practical efforts which 
are done in this new field is represented by the idea that 
CAs cryptosystem is capable to have similar performances 
regarding the classic methods based on computational 
techniques.  

Also, technologic evolution in the field of communication 
using reprogrammable hardware structures (FPGA and 
CPLD), gives appropriate solutions for the implementation 
of the cryptographic modules in high speed applications. 
The cryptosystem presented in this paper uses four one-
dimensional PCAs arranged in pipeline and a SRAM 
memory that store the evolution rules used by the PCAs. 
The entire cryptosystem is implemented in hardware on a 
FPGA of type Xilinx Spartan 3E XC3S500E and the 
plaintext/ciphertext is received/transmitted using User 
Datagram Protocol (UDP) connection. 

The paper is organized as follows. The following section 
presents basic theoretical foundations of the proposed work. 
We describe some basics of CA, PCA and reconfigurable 
hardware. Section III shows how the PCA theory was used 
in order to construct a block encryption technique. In this 
section it is presented the structure of the entire PCA based 
encryption system. Section IV contains experimental results 
and the analysis of results. In this section the proposed 
encryption method was tested and verified on a FPGA board 
and using UDP connection protocol. Conclusions and future 
research directions will end the paper.  

II. CONCEPT AND THEORY OF CA, PCA AND 

RECONFIGURABLE HARDWARE 

A. Cellular Automata (CA) 

CAs, introduced by J. v. Neumann [4] and further 
popularized by S. Wolfram [5], are computational models 
that can perform complex computation with only local 
information. The simple structure of CA has attracted 
researchers from different fields of interests and has 
undergone rigorous theoretical and experimental analysis. 

CA represents a particular class of dynamical systems that 
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enable to describe the evolution of complex systems with 
simple rules, without using partial differential equations. A 
CA consists of a regular uniform n-dimensional array of 
cells where every cell can take values either 0 or 1. Each 
cell evolves in each time step (discrete steps) depending on 
some combinational logic on itself and its neighbors as 
shown in Fig. 1. 

 
Fig. 1.  The component of a cellular automata cell. 

 
Such a CA is called three-neighborhood CA. The 

combinational logic is called the rule of the CA. The next 
state function for a three-neighborhood CA cell can be 
expressed as follows: 
Say, 
i – position of an individual cell in an one dimensional 
array, 
t – time step, 
ai(t) – output state of the central cell (i-th cell) at the t-th 
time step. 
Then, 

)](),(),([)1( 11 tatatafta iiii       (1) 

where f denotes the local transition function known as a 
rule of the CA. 

In the CA theory, there are two classic types of 
neighbourhoods: the Moore neighbourhood that comprises 3 
cells for one-dimensional CA and 9 cells for two-
dimensional CA (Fig. 2a); the von Neumann neighbourhood 
with 3 cells for one-dimensional CA and 5 cells for two-
dimensional CA (Fig. 2b). 

 
Fig. 2.  Classical neighborhood (a) – Moore Neighborhood, (b) – von 
Neumann Neighborhood 

 
S. Wolfram has studied the relationships between CA and 
different dynamical systems and suggested a classification 
of CA behavior in this context. According to [5] there are 
four classes of CA: 

Class I – the CA evolution reaches a certain final state 
and stays there (limit points). 

Class II – the CA encounters simple or cyclic structures 
(limit cycles). 

Class III – the majority of initial states lead to arbitrary 
patterns (chaotic behavior of the kind associated with 
strange attractors). 

Class IV – generates global complex structures (very long 
transients with no apparent analog in continuous dynamic 
systems). 
This classification of the CA is done by means of empirical 
observations and simulations (space-time patterns) and 
mainly refers to 1-D CAs, but similar ones can be made for 
2-D or 3-D cases. 

In case of 1-D, three neighborhoods, two states (0 and 1) 
CA, the number of all possible uniform rules is 28. These 
rules are enumerated using Wolfram’s naming convention 
[5] from rule number 0 to rule number 255 and can be 
represented by a 3-variable Boolean function. Among the 
rules, rule 51, rule 60 and rule 102 are used in this paper to 
design the encryption algorithm. The three rules are 
presented in Table I. 

TABLE I 
AN EXAMPLE OF CA NUMBERING RULES 

Rules 
name 

7 
111 

6 
110 

5 
101 

4 
100 

3 
011 

2 
01
0 

1 
001 

0 
000 

51 0 0 1 1 0 0 1 1 

60 0 0 1 1 1 1 0 0 

102 0 1 1 0 0 1 1 0 

 
Each CA rule corresponds to a unique combinational logic. 
For example, using Veitch-Karnaugh diagram, rule 60 
specifies an evolution from the neighborhood configurations 
to the next state as: 

             Rule 60:  )1(tai )()( 1 tata ii  .                 (2) 

That is, the next state of the ith is obtained by XORing the 
present states of the current cell and its left neighbor. In this 
case, XOR yields true if exactly one, but not both, of two 
conditions is true. 

In a CA, different cells may have different evolution 
rules. If all cells have the same CA rule, then this CA is 
called a uniform CA; otherwise it will be called a hybrid 
CA. if all cells rules involve XOR or XNOR only, like rule 
60, then this CA is called additive CA. If in a CA the rules 
only involve XOR operation, then it is called a non-
complemented CA and the corresponding rules are referred 
to as non-complemented rules. If the rules only involve 
XNOR operations, then the CA is called a complemented 
CA. The corresponding rules are called complemented rules. 

B. Programmable Cellular Automata (PCA) 

The programmable cellular automata (PCA) was firstly 
introduced in [6] and are modified CA structures, where the 
combinational logic of each cell is not fixed but controlled 
by a number of control signals such that different functions 
(evolution rules) can be realized on the same structure. As 
the matter of fact, PCA are essentially a modified CA 
structure. We can say that a CA is a PCA if it employs some 
control signals that implement various functions 
dynamically in terms of different rules. 

For example, using such a cell structure as in Fig. 3, all 
possible non-complemented additive rules can be achieved 
through the combinations of the control signals of C1, C2 
and C3 switches. 
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Fig. 3.  An example of a cell of PCA. 

In this paper one dimensional PCA defined over binary 
state alphabet (state 0 or 1) with neighborhood size three 
and dynamically combination of rules 51, 60 and 102 is 
used. 

In conclusion, the very large phenomenology of the CA 
and PCA models, its apparently big complexity and parallel, 
regular, cascadable and local interconnections (however, 
this parallelism, when emulated in software or in sequential 
hardware, disappears) offer a good basis for applications in 
cryptography. 

C. Reconfigurable Hardware 

The reconfigurable devices, firstly introduced by G. Estrin 
in 1960, consist on a hybrid machine composed by a general 
purpose microprocessor interconnected with programmable 
logic devices [7]. 

The most popular reconfigurable hardware devices are 
FPGAs. FPGA circuits represent a compromise between 
circuits with microprocessor and ASIC (Application 
Specific Integrated Circuits) circuits [8]. On one hand, they 
present flexibility in programming, called here 
reconfiguration, which is a feature for microprocessors. 
Even if FPGA cannot be programmable while operation, 
they can be configured anytime is needed, having a structure 
based on RAM programmable machines. On the other hand, 
they allow parallel structures implementation, with response 
time less than a system with microprocessor. 

FPGAs are programmable semiconductor devices 
introduced by Xilinx in the mid 1980s that are based around 
a matrix of configurable logic blocks connected via 
programmable interconnects. A number of tools are 
available for synthesizing logic designs such as Hardware 
Description Languages (HDL) Verilog, and especially, 
VHDL, are the two most widely spread hardware languages. 

Cryptographic realizations in hardware offer high speed 
and bandwidth providing real-time encryption if needed [9], 
[10]. Besides cryptography, applications of FPGAs can be 
found in the domains of evolvable and biologically-inspired 
hardware, network processors, real-time systems, rapid 
ASIC prototyping, digital signal processing, interactive 
multimedia, machine vision, computer graphics, robotics, 
embedded applications, and so forth. In general, FPGAs 
tend to be a good choice when dealing with algorithms that 
can benefit from the high parallelism offered by the FPGA 
fine-grained architecture. 

FPGAs offer advantages for reducing time to design, 
power consumption, flexibility, high-speed and security. 

III. PCA ENCRYPTION ALGORITHM 

The encryption method proposed in this paper is based on 
the PCAs that exhibit periodic behavior (each state lies in 
some cycle). In these cases, their evolution depends 
essentially of the initial state, but we can say that after a 
while the initial state is “forgotten”, in sense that the initial 
state cannot be retrievable through analyses of the current 
configuration. 

The encryption system is composed from four one-
dimensional PCA arranged in pipeline. The block diagram 
of the proposed PCA encryption system is presented in Fig. 
4. 

Plaintext/
Ciphertext

PCA rules generator
FPGA SDRAM Memory

Programmable 
Cellular 

Automata 
(PCA) 1

Control Logic

DATA-IN
Programmable 

Cellular 
Automata 
(PCA) 2

DATA-IN

Programmable 
Cellular 

Automata 
(PCA) 3

DATA-IN

DATA-OUT

Programmable 
Cellular 

Automata 
(PCA) 4

Ciphertext/
Plaintext

DATA-IN

 

Fig. 4.  Block diagram of PCA encryption system. 

In the cipher scheme, one 8-bit message block is 
enciphered by one enciphering function. The PCAs control 
signals are activated with the help of the signals that are 
stored in the FPGA SDRAM memory rules. For the sake of 
simplicity, the enciphering function has four fundamental 
transformations FTs (PCA = 4) to operate on 8-bit data. It is 
obvious that for high security applications, more 
fundamental transformations are to be used. 
The block cipher (decipher) procedure can be defined as 
follows: 

1. Load the PCA1 with one byte plaintext (ciphertext) 
from I/O. The initial block of the message is the initial state 
of the PCA1. The global configuration of the PCA4 
represents the encrypted message. 

2. Load a rule configuration control word from memory 
rules file into the PCA1 … PCA4. 

3. Run the PCA (1, 2, 3 and 4) for 1 … 7 cycles (in the 
next paragraph I will explain why must have 1…7 cycles). 

4. Repeat steps 2 and 3 for four times. 
5. Send one byte ciphertext (plaintext) to I/O (from the 

PCA4). If not end of the plaintext (ciphertext) go to step 1. 
Otherwise, stop the process. 

In the block cipher algorithm four 8-cell PCAs are 
cascaded to form a pipeline CA. With the pipeline, four CA 
fundamental transformations (FTs) can be performed 
simultaneously. That means one enciphering function can be 
done in a single pipeline. 

The PCA use for evolution a combination of rules 51, 60 
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and 102. The rules specify the evolution of the CA from 
neighborhood configuration to the next state and these are 
presented, as numerical values, in Table I.  

The corresponding combinational logic of rules 51, 60, 
102 for PCA can be expressed as follows: 

                 Rule 51: )()1( tata ii  .                              (3) 

                 Rule 60:  )1(tai )()( 1 tata ii  .             (4) 

                 Rule 102: )()()1( 1 tatata iii  .           (5) 

The PCA configured with the rules 51, 60 and 102 has a 
state-transition diagram that consists of equal circles of even 
length. As an example, 8-cell PCA with rule configuration 
<51, 51, 60, 60, 60, 60, 51 and 51> generates cycles as 
depicted in Fig. 5. 

 

Fig. 5.  The state transitions diagram of a non-maximum-length PCA. 

Any PCA transformation takes two input parameters. The 
first one is the seed of the PCA and the second one is the 
number of clock cycles that needs to be run. We have found 
that for a PCA with a combination of rules 51, 60 and 102 
the initial seed of the PCA reappear after an even number of 
evolution cycles (see Fig. 5).  

In Fig. 5, the PCA has two equal length cycles and each 
cycle has a cycle length 8. Considering this PCA as an 
enciphering function and defining a plaintext as its original 
state it goes to its intermediate state after four cycles which 
is enciphering process. After running another four cycles, 
the intermediate state returns back to its original state which 
deciphers ciphertext into plaintext ensuring deciphering 
process. 

Table II shows the number of 8-cell CA configurations, 
each generates cycles of length 2, 4, 8 or 16. 

TABLE II 
CA HAVING EVEN CYCLES LENGTH 

Rules applied to cells 

8-cell 
CA 

having  
2 

length 
cycles 

8-cell 
CA 

having  
4 

length 
cycles 

8-cell 
CA 

having 
8 

length 
cycles 

8-cell 
CA 

having 
16 

length 
cycles 

51, 60 (or 102) 7 327 156 2 

 
In this encryption algorithm are used only the 

configurations of the rules that generates cycles of length 8. 
So the system designer is free to take any number in the 156 
combinations (see Table II) to enhance the security of the 
system. The rules with 8-cycle length are presented in detail 
in my previous papers [11] and [12].  

The proposed PCA encryption method has many 
differences in main concepts in comparing with previous 
proposed methods [11], [12]. One of the main differences is 
the nature of method. In the proposed encryption algorithm, 
we have four PCA’s arranged in pipeline in order to achieve 
good security, but in [11] and [12] we have only one PCA. 
Also, the communication interface was serial RS232 and 
here we use TCP/IP connection (UDP protocol) in order to 

achieve high speed and encrypt/decrypt data sent over the 
Internet. 

Because of the fact that the PCA does not generate 
sequences of maximum-length for all the possible 
combinations (512) of the rules we must apply from the 
FPGA RAM memory only the combinations (156) that 
generate cycles of length 8.  

As is presented in my previous paper [13] and according 
with the CA theory, a single basic PCA cell was designed 
(as is depicted in Fig. 6). 

 
Fig. 6.  The structure of the PCA cell. 

The cell consists of a D flip-flop and a logic 
combinational circuit (LCC). The LCC includes 
multiplexers and XNOR logic gates to implement the rules 
of CA and to control the loading of data and operation of 
the CA. When the load control signal (LoadData) is “logic 
1”, data is loaded into D flip-flop. When LoadData is “logic 
0”, data is run into the cell according to the rules applied to 
the rule control signals (S1, S0) and the states of 
neighborhoods. After an established number of cycles (1 to 
7), the data on the Q output of the flip-flop is sent out and 
new data is loaded in. 

In this research are connected together eight cells in order 
to build an 8-cell PCA as is presented in Fig. 7. 

 
Fig. 7.  PCA structure. 

We note that the PCAs evolution rules must be 
downloaded into the FPGA RAM memory before start the 
encryption/decryption process. When the encryption process 
begins, rules are read out in sequence and applied to the 
four pipelined PCAs.  

IV. TESTING, RESULTS AND SECURITY ANALYSIS 

The general structure of the system is presented in Fig. 8. 

 
Fig. 8.  General system architecture. 
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The hardware project implements the four pipelined PCA, 
the memory for storing the evolution rules and the UDP 
protocol (Fig. 9). 

 
Fig. 9.  Hardware design. 

The PCA encryption system was implemented in 
hardware in a Spartan 3E XC3S500E FPGA board from 
Xilinx [14] (Fig. 10). 

 
Fig. 10.  Spartan 3E XC3S500E FPGA. 

In hardware, the PCA cryptosystem was developed using 
VHDL, which is a standard language for hardware 
description. Using VHDL we tested the application modules 
in order to verify that the results obtained through software 
programming (using C# language) agree with hardware 
simulation. Because a lot of simulation and research has 
been carried out using 8-bit PCAs in this research, an 8-bit 
four PCAs was chosen for our design.  

The FPGA board is interfaced with a host computer using 
RJ-45 connector and using UDP protocol (sees Fig. 11). 

 
Fig. 11.  The application of the encryption system. 

The UDP allows high speed data transfer from the PC to 
the cryptosystem. The message split into 1KB packages is 
sent to the FPGA board using the UDP client – server 
connection (Fig. 12) 

UDP PROTOCOL

RECEIVER FIFO

1KB MEMORY

TRANSMITTER

PCA 
ENCRYPTION/DECRYPTION

 

Fig. 12.  UDP protocol. 

As the bytes reach destination they are immediately 
encrypted using the correspondent bytes of the PCA’s state 
and then saved into the 1KB RAM memory of the board. In 
the FPGA, the message received is treated character by 
character as we explained above and the 
encryption/decryption dates are sent by the FPGA to the PC 
to be displayed and stored. In hardware, the encryption rules 
are downloaded to the RAM before encryption. When the 
encryption process begins, rules are read out in sequence 
and sent to the PCA. The process of read of the RAM rules 
does not introduce delays in the process of encryption 
because are read in parallel with the encryption of a block of 
message. 
An illustrative example for the encryption-decryption 
process applied to a short text file is presented in Fig. 13. 

 
Fig. 13.  Spartan 3E XC3S500E FPGA. 

It is relevant to note that the distribution of the encrypted 
text is uniform in all ASCII intervals and not only in zone of 
alphanumeric intervals (as is depicted in Fig. 14 and Fig. 
15).  

 

Fig. 14.  Plaintext distribution. 

 

Fig. 15.  Ciphertext distribution. 

On x-axis we have the number of characters that compose 
the message (plaintext in Fig. 14 and ciphertext in Fig. 15), 
and on y-axis we represent the distribution of the 
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plaintext/ciphertext. 
The PCA encrypted sequences was tested using a set of 16 
statistical tests conceived by the National Institute of 
Standards and technology (NIST) [15]. The NIST test 
generates probabilistic results with respect to some 
characteristics that describe the pseudo-random number 
generators. The encrypted sequences pass the NIST tests 
and the system is accepted as possible random. 

The timing analyzer was used to determine the maximum 
operating frequency (approximately 5Mbps at 50MHz 
FPGA – XC3S500E). To improve this value further 
application can use larger RAM memories in order to store 
more encrypted UDP packages into the FPGA before 
starting back to PC transmission phase. 

V. CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS 

The paper presents a symmetric key block encryption 
algorithm based on PCA theory. The main contribution is 
the design, the implementation and the analysis of the 
pipelined PCA encryption algorithm in reconfigurable 
hardware using UDP communication protocol.  

As PCA achieves high parallelism and only local 
interconnections we simplify the implementation and with 
low cost. Also, the encryption and decryption devices share 
the same module, and could be implemented efficiently in 
hardware due to simple structure of PCA. 

A prototypal hardware realization of this module was 
realized and described, and the modules presented are 
programmed by means of a VHDL language.  

Future works include larger storage memories (for higher 
speed), more flexible parameters for system initialization 
and the implementation in FPGA of both UDP and TCP/IP 
protocol (for increased transmission safety).  
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Abstract— This article discusses universal precision rectifiers 

using current active elements and current sources for diode 

excitation. The paper introduces a circuit solution of the 

universal precision full-wave rectifier with intention to reduce 

the negative effect of diode reverse recovery time. Furthermore, 

experimental results are given and a comparison of the new 

circuit of precision full-wave rectifier and its known variant is 

presented. 

 
Keywords—Current conveyor, Diode reverse recovery time, 

Rectifiers, UCC 

 

I. INTRODUCTION 

Precision rectifiers are important building blocks for signal 
processing and instrumentation of low level signals. The 
basic problem of conventional precision rectifiers based on 
diodes and operational amplifiers is that during the transition 
of diodes from their non-conduction state to their conduction 
state the operational amplifiers have to recover with a finite 
small signal, which leads to a significant distortion during  
zero crossing of the input signal. [1] 
Recently, articles describing circuits using active elements 
operating in a current or mixed mode have appeared. We can 
mention as examples current conveyors (CC) [2-5], 
operational transconductance amplifiers (OTA) [6], current 
followers (CF) [7], digitally adjustable current amplifiers 
(DACA) [8, 9] and their multiple-output variants such as 
UCC [3, 4, 5], MOTA [10, 11], MO-CF [11], etc. Using 
these elements instead of the common operational 
amplifiers, we can obtain wider bandwidth, improve the 
signal-to-noise ratio, achieve a higher precision of the output 
rectified signal and decrease the energy consumption. 
The paper [12] describes the bridge rectifier with two 
conveyors connected as a voltage-to-differential current 
converter. The issue of temperature sensitivity and  
sensitivity to small changes of voltage biasing are also 
solved. Rectifiers which use for their function current 
followers and operate in the current mode are described in 
[7]. In this case, a double output current follower (DOCF) 
and four diodes are used. The problem of small input signals 
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can be solved by employing an additional voltage follower 
on the input of the circuit, which provides the high input 
impedance of the described rectifier. Furthermore, it is 
possible to come across rectifiers consisting of operational 
transconductance amplifiers in [6]. The bandwidth of 
presented circuit is 50 kHz. This circuit does not use diodes 
and is based on four or five OTA. 
We can find one of the basic scheme of full-wave precision 
rectifier in [1, 13]. The described circuit is the high-
frequency precision rectifier consisting of two second-
generation current conveyors connected in a form of 
differential voltage-to-current converter and uses four diodes 
for its function. In case of small signals at zero crossing 
transition portion, when the diodes are closed, the 
differential voltage-to-current converter turns into a high 
gain voltage differential amplifier. A modified circuit of the 
high-frequency precision rectifier using the current biasing 
for diodes proposed in [12] is described in [14]. Another 
possible solution of the precision full-wave rectifier can be 
found for example in [15-18]. 

II. EFFECT OF THE DIODE REVERSE RECOVERY TIME ON 

PRECISION RECTIFICATION 

One of the major factors limiting the use of diodes for high-
frequency signals is the diode reverse recovery time. This 
time can be described as the transition time of the diode 
from its open state to the closed state. [14, 19] A simple 
subcircuit with two diodes, which is shown in Fig. 1) is used 
for the majority of precision rectifier circuits using current 
diode excitation. 

Precision Full-Wave Rectifiers with Current 
Active Elements and Current Biasing 

L. Langhammer and J. Jerabek 

 
Fig. 1.  Subcircuit with current excited diodes b) subcircuit with bias 
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When the polarity of the input current is changing the diode 
stays for a short time in the conductive state even during the 
opposite polarity, which results in an overshoot of the diode 
current into the reverse polarity, as shown in Fig. 2). Rising 
frequency increases the negative effect of the diode reverse 
recovery time and this leads to increasing distortions of 
rectified signal. This is due to the fact the semiconductor 
diode is a non-ideal component. The duration of this period 
depends on the physical parameters of the diodes 
respectively on the material from which the diode is made 
and on its technological performance. Each P or N type of 
semiconductor contains not only majority carriers but also 
minority carriers of the opposite polarity. P-N junction 
remains open for these minority carries during the reverse 
polarity, therefore, the diode still conducts current until the 
exhaustion of the minority carriers and then the reverse 
current decreases to a minimum value. 
The diode reverse recovery time tk can be divided into 
periods ts and td. During the period ts the minority carriers 
are discharged from P-N junction and an almost constant 
voltage remains on the diode. This voltage is slightly smaller 
than the forward voltage. This period is followed by the 
period td. In time td, the parasitic capacitance of diodes is 
being charged. After this time, the voltage on the diode 
remains at the value of the reverse voltage. We can reduce 
the time ts by increasing the reverse current flowing through 
the diode, but this causes a greater overshoot when the 
polarity changes. [14] 

We can obtain a shorter time td by modification of the 
circuit, when we add a voltage source VB as it can be seen in 
Fig. 1 b). This modification set diodes during the zero 
crossing of the input current at the border of their conductive 
state, thereby it reduces the changes of the voltage at the 
input node when the input current changes. However, higher 
bias results into increasing of the current which flows 
through diodes around the region where the input current 
changes its polarity. Therefore, the value of the bias for 
diodes must be set as a compromise between overshoot to 
opposite polarity of the current flowing through diodes and 
increasing of the diode zero crossing input current. 

III. UNIVERSAL PRECISION FULL-WAVE RECTIFIER WITH 

CURRENT BIASING 

A. Description of the Universal Precision Full-Wave 

Rectifier 

One of the basic precision rectifier circuits which can be 
found for example in [20] can be seen in Fig. 3 a). The 
circuit consists of a half-wave rectifier based around the first 
operational amplifier and a summing amplifier formed by 
the second operational amplifier. The half-wave rectified 
current flows through D2 on a positive half cycle of the input 
signal vIN. This signal is summed in the summing amplifier 
with the input signal having relative weights set according to 
values of resistors R4 = R/2 and R1 = R2 = R3 = R5 = R 
resulting in a full-wave rectified signal on the output. 
Generally, this type of circuit works well at low frequencies, 
but produces a large waveform distortion at frequencies 
higher than 1 kHz. This is due to the fact that at the 
transition point of the input signal, the diodes are closed and 
the operational amplifier operates in an open-loop 
configuration. As the input signal frequency increases, 
limited slew rate more prevents the OA from switch diodes 
rapidly which leads to a distortion of the output signals. [20] 

This issue can be solved by circuit modifications from 
Fig. 3 b), when a part of the circuit which operates as the 
half-wave rectifier is replaced by one with a larger 
bandwidth. This can be achieved by replacing the 
operational amplifier by a second generation current 
conveyor. The high output impedance of the current 

 
Fig. 2.  Detail of the diode current Id during  zero crossing of the input signal 
 

Fig. 3. Universal precision full-wave rectifier a) based on operational 
amplifiers, b) based on current conveyor and a voltage or current source for 
bias 
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conveyors helps overcome the turn-ON resistance of the 
diodes, so the circuit operates at higher frequencies. Signal 
weights are again set according to the values of resistors 
when R2 = R3 = R and R1 = R/2 which gives a full-wave 
rectified signal on the output. As can be seen in Fig. 3 b), the 
circuit with the current conveyor is supplemented with a 
voltage source or current source and resistor for biasing to 
set the diodes close to their open state.  
The transfer function for this circuit is given by 
 

,INOUT vv −=  (1) 

 
when 
 

2
1

R
rR X =+ , (2) 

 
where rX is the equivalent resistance at the current input of 
the current conveyor. 
In case when the voltage source is used to bias the diodes, 
the circuit is temperature-sensitive. Another disadvantage of 
a rectifier with this type of biasing is its sensitivity to small 
variations of bias voltage which are displayed and the offset 
voltage appears at the output. A higher temperature stability 
can be achieved by using a DC current source to bias the 
diodes. The output offset voltage is easily controlled and 
adjusted to its minimal level. [12] Therefore, the next 
proposal considers using current sources to bias diodes. 

B. Proposal and Experimental measurements 

The proposed circuit can be seen in Fig. 4. It uses the design 
of a circuit modification for bias taken from [12] and 
modified for universal precision full-wave rectifier. The 
modification involves an addition of two current sources, 
two diodes, and two operational amplifiers, where OA2 is 
working as a voltage follower and OA3 as a current-to-
voltage converter. This circuit works properly only in 
voltage mode. When the OA3 is omitted simulations show 
the circuit is supposed to work also in a mixed and current 
mode. The bias current flows through the diodes D3 and D4 
and produces a voltage drop across them. This voltage is 
then fed into a voltage follower. Residual current flowing 
through D1 and D2 creates a voltage drop across these diodes 
and as a result the diodes are set close to the open state. The 
current is then diverted through another current source to 
ground, so it is possible to set the zero offset of the output 
signal.  

The summing operational amplifier is replaced by a 
differential amplifier to achieve a proper operation of the 
circuit. Resistances are set R2 = R3 = R4 = R5 = R6 = R and 
R1 = R/2. This circuit was implemented in the form of 
printed circuit board and experimental measurements were 
carried out to verify its function. For the implementation the 
transconductance operational amplifier OPA861 [21] was 
used  as the current active element and THS4052C [22] as 
the operational amplifier, diodes of type 1N4148 and 
resistors of values 1 KΩ and 470 Ω were used. For 
illustration a comparison of the basic universal precision 
full-wave rectifier from Fig. 3 b) and the proposed circuit is 
presented. For the basic circuit a voltage source of value 
VB = 0.6 V is used to bias the diodes. In case of the proposed 
circuit, the biasing current IB and residual current IR are both 
set to 40 µA. In Fig. 5 a) shows the output rectified signals 
for the input signal frequency of 1 MHz and the amplitude of 
1 V. Figure 5 b) shows a comparison of output rectified 
signals with the same input frequency when the amplitude of 
the input signal was 0.2 V. From the output waveforms it can 
be seen that the proposed circuit achieves significantly better 
results for signals with smaller amplitudes than the basic 
circuit. 

 
 
 

Fig. 4.  Proposed circuit of the universal precision full-wave rectifier with 
current biasing 

 
Fig. 5.  Measured output waveforms of proposed circuit (blue line) and basic 
circuit from fig. 3b (red line) when input signal frequency was 1 MHz and 
amplitude a) 1 V, b) 0.2 V 
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Fig. 6) shows a comparison of the transfer function of 
implemented circuits. As can be seen the transfer function 
does not follow the expected gradient during the positive 
half-cycle due to the parasitical resistance rX of the 
conveyor's current input. This negative effect is not so 
significant for the proposed circuit. 

From Fig. 7) it is possible to compare the details of the 
transfer function of the proposed circuit when using current 
diode biasing and without bias. This picture shows that the 
output offset can be set to a minimum value using the current 
sources to bias the diodes. 

In conclusion, the DC value transfer pDC has been analyzed 
to compare the accuracy of circuits. Results are based on 
simulations of these circuits when the input signal frequency 
was in the range from 10 kHz to 1 MHz and the amplitude of 
the input signal was 100 mV. From Fig. 8 can be seen that 
the proposed circuit gives better results when the frequency 
is increasing. The DC value transfer is given by (3) [23] 
 

,
)(

)(

∫

∫
=

T

ID

T

R

DC

dtty

dtty

p
 (3) 

 
where yR(t) represents the actual rectifier signal, yID(t) 
represents the ideally rectified signal and T is the period of 
the input signal. 

IV. CONCLUSION 

The aim of this work is to propose a circuit solution of the 
universal precision full-wave rectifier with current sources to 
bias diodes with an effort to limit the effect of the diode 
reverse recovery time. The function of the proposed circuit 
was verified by experimental measurements. The paper 
compares measured rectified output waveforms, measured 
DC transfer functions of implemented circuits and DC value 
transfer pDC based on simulations. 
Using the modification of the biasing solution presented in 
[12] wider bandwidth has been achieved by reducing 
distortions caused by the negative effect of the diode reverse 
recovery time. Another advantage of proposed circuit is that 
the output offset can be easily controlled and set to its 
minimum level. Better results of the small signal 
rectification than in case of the basic circuit with a voltage 
source to bias diodes are also obtained. 
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Abstract— Time Reversal (TR) technique is an attractive 

solution for a scenario where the transmission system employs 

low complexity receivers with multiple antennas at both 

transmitter and receiver sides. The TR technique can be 

combined with a high data rate MIMO-UWB system as TR-

MIMO-UWB system. In spite of TR's good performance in 

MIMO-UWB systems, it suffers from performance degradation 

in an imperfect Channel State Information (CSI) case. In this 

paper, at first a robust TR pre-filter is designed together with a 

MMSE equalizer in TR-MIMO-UWB system where is robust 

against channel imperfection conditions. We show that the 

robust pre-filter optimization technique, considerably improves 

the BER performance of TR-MIMO-UWB system in imperfect 

CSI, where temporal focusing of the TR technique is kept, 

especially for high SNR values. Then, in order to improve the 

system performance more than ever, a power loading scheme is 

developed by minimizing the average symbol error rate in an 

imperfect CSI. Numerical and simulation results are presented 

to confirm the performance advantage attained by the proposed 

robust optimization and power loading in an imperfect CSI 

scenario. 

 
Keywords—MMSE equalizer, Time Reversal (TR) technique, 

MIMO channel, Ultra-Wideband (UWB) system. 

 

I. INTRODUCTION 

Ultra-wide band (UWB) systems have recently received 

much interest from both research community and industry. 

One of the main applications of UWB system is its ability of 

high data rate transmission in indoor environments, where 

remarkable temporal channel resolution and so, high 

complexity of the receiver structure, are inevitable [1]-[2]. 

However, due to the wide bandwidth property, UWB 

systems suffer from a very long delay spread of multipath 

channels, especially in indoor environments.      

On the other hand, transmission over a Multiple Input 

Multiple Output (MIMO) channel has been shown as one of 

the important techniques in modern communications because 

of its high spectral efficiency [3]. In order to benefit a high 

data rate system with high spectral efficiency, the UWB 

system can be used in MIMO channels as MIMO-UWB 

system. Time Reversal (TR) technique can be used to reduce 

the long delay spread of the UWB channel. TR can mitigate 

not only the Inter Symbol Interference (ISI) but also the 

Multi Stream Interference (MSI) caused by transmitting 

several data streams, simultaneously [4]-[6]. The main 
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advantages of the TR technique are: temporal and spatial 

focusing [6]. In temporal focusing, the received signal is 

compressed in the time domain. Owing to this property, the 

ISI caused by the original multipath channel is greatly 

reduced. Also, in spatial focusing, the received signal is 

focused on the intended user at some specific position which 

is determined by the transmitter or user that uses the 

corresponding channel to pre-filter the intended data signal. 

In this paper, the TR technique is considered to overcome 

both MSI and ISI in MIMO spatial multiplexing as a low 

cost, low power and low complexity receiver solution. 

In a MIMO-UWB system, we have NT × NR multipath 

channels between transmitter and receiver sides, where NT 

and NR denote the number of transmit and receive antennas, 

respectively. Obtaining the TR pre-coding waveform for the 

m
th
 transmit antenna and NR receive antennas is 

straightforward [4]. First, a sounding pulse is sent through 

all the NR antennas from receiver to the transmitter. Second, 

the received signals at each transmitter antenna are then 

recorded, digitized, and time reversed. If the sounding pulse 

is sufficiently short, we can directly use the time-reversed 

version of received signals as the TR pre-coder. Otherwise, 

deconvolution effort is necessary to remove the pulse effect 

from the received sounding signal [4]. Practically, if we use 

the deconvolution efforts (e.g. CLEAN Algorithm [7]-[8]); 

some errors may be caused in the channel estimation. In 

spite of TR's good performance, it is very sensitive to 

erroneous Channel State Information (CSI). Therefore the 

improved algorithm should be considered in a TR-MIMO-

UWB communication system in imperfect CSI.     

Most of the research on TR pre-coding assumes that 

perfect CSI is given at the transmitter side [5], [9]-[10]. 

Authors in [5] proposed an antenna selection scheme for 

TR-MIMO-UWB communication system in a perfect CSI 

case to reduce the number of transmit antenna. Also, a 

MMSE equalizer is used for TR-UWB system with perfect 

CSI in [9] to mitigate the residual ISI and increase 

transmission data rate. Some power loading schemes are 

used in [10] for TR-MISO-UWB system with perfect CSI. 

Unfortunately, these methods suffer from the effects of the 

imperfect CSI in the transmitter.  

On the other hand, the imperfect CSI has been considered 

in some of the research on TR-MIMO-UWB system, 

especially in recent years [6], [11-14]. The effect of channel 

imperfection on the TR-MIMO-UWB system performance 

has been evaluated in [6] for low and high data rate 

transmissions. Authors of this literature have practically 

shown that the TR system is almost robust in imperfect CSI 

where the robustness can be obtained with performance 

degradation. In the mentioned reference when the noise level 
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of channel estimation is noticeable, using the TR method 

cannot yield satisfactory performance. Unfortunately, an 

optimization scheme has not been provided in this literature 

to overcome the effects of the channel imperfection. In this 

paper, we propose a pre-processing method as robust 

optimization to compensate the estimation error in an 

imperfect CSI scenario for MIMO-UWB systems.  

The robustness of TR technique in imperfect CSI caused 

by a time varying channel environment has been studied in 

[11] by experimental results. It has been shown that, if the 

channel maintains some partial correlation with the previous 

channel, the TR method can give a good performance even if 

the total correlation of the channels is very low. But if the 

correlation of the channels is not available, they have not 

proposed a theoretical solution for system performance 

improvement. Also, a post-time-reversed MIMO-UWB 

transmission scheme has been proposed in [12] which 

improves the TR robustness against imperfect CSI caused by 

channel estimation error when compared with the 

conventional TR scheme. We propose simpler robust 

optimization schemes, in this paper, with the same attained 

performance. Also, in our previous works [13]-[14], we had 

provided the pre-filtering solutions for the channel 

estimation error compensation by using the channel 

estimation error covariance matrix for the Single-Input 

Single-Output (SISO) Time Reversal UWB systems. In this 

paper, similar approaches (pre-filtering method) with a 

procedure different from these literatures are used to 

analysis and improve the TR-MIMO-UWB systems in an 

imperfect CSI scenario. Therefore, based on mentioned 

researches on TR pre-coding and also, works of [13]-[16], 

this paper proposes a novel pre-filter optimization and 

power allocation scheme at transmitter side to improve the 

TR-MIMO-UWB system performance in an imperfect CSI 

scenario.  

The rest of the paper is organized as follow; we introduce 

the system model in Section II. In Section III, a novel robust 

optimization scheme is derived based on a MMSE equalizer 

in the TR-MIMO-UWB system. The power adaptation 

policies optimizing the average symbol error rate 

performance are derived for imperfect CSI in Section IV. 

Numerical and simulation results characterizing the 

performance of the proposed methods are presented in 

Section V, and finally, conclusions are drawn in Section VI. 

II. TR-MIMO-UWB SYSTEM MODEL  

The TR-MIMO-UWB system is depicted in Fig. 1 with NT 

transmit and NR receive antennas. Let us consider a UWB 

system using binary pulse amplitude (BPAM) modulation 

with pulse shaping according to FCC desired power 

spectrum density [1]-[2]. The input signal is converted into 

NR streams, pre-coded with TR pre-filter, and then sent to NT 

transmitting antennas, simultaneously. The resultant signal 

passes through the multipath MIMO channel and then, is 

corrupted by an AWGN. Thus, there are NT × NR multipath 

channel between transmit and receive antennas. For 

simplicity of analysis, we assume that the maximum length 

of each channel realization is L [5]-[6]. The TR pre-filter is 

used in the spatial multiplexing UWB system in order to 

cope with the ISI and MSI problems. Finally, after passing 

the received signal through the MMSE equalizer, the data 

stream is detected based on a threshold value Tv .    

The effect of channel estimation error can be considered as 

∆HHH += ˆ  where H , Ĥ  and ∆H are the true value, 

estimated value and estimation error of the channel impulse 

response (CIR), respectively. It is assumed that the entries of 

∆H  are i.i.d. random variables with zero mean complex 

Gaussian noise. The pre-filter with respect to the estimation 

errors can be modeled as CFHH += TT
ˆ  where TH , TĤ  

and CF  are the robust TR pre-filter, the conventional TR 

pre-filter and the compensator pre-filter, respectively. The 

estimated CIR between i-th transmit antenna and j-th receive 

antenna can be denoted as 

∑
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where lα̂  is the estimated amplitude, lτ̂  is the delay of the l-

th tap and L is the maximum delay spread. The discrete time 

vector form of CIR in reversed order is denoted 
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error vector of the CIR is defined 
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If estimated CIR of all channels ijĥ  are known at the 

transmitter side, time reversed version of them are used to 

pre-filter the transmit data. Thus we can construct the pre-

filter matrix based on the time reversed form of the 

estimated channels which is an NTL×NR(2L−1) matrix as [6] 
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where each sub-matrix ijH  is an L×(2L−1) Toeplitz matrix 

defined by [6] as 
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Fig. 1. Block diagram of TR-MIMO-UWB system. 
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then each sub-matrix ijF  is an L×(2L−1) Toeplitz matrix 

defined by 
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The goal is the calculation of the error compensator 

matrix cF  with the assumption that the probability 

distribution of the error coefficients are 

as: ),0(~][
2
eij CNlh σ∆ . Also,  }{ ∆H∆HC∆H

HE=  and 

0}{ =∆HE  are assumed to be known.  

The received symbols vector at the MIMO channel output 

with TR pre-filter can be written as nxHy += TR  where 

T
N

N T
T

xxx ],...,,[ 21
1=x , T

N
N R

T

yyy ],...,,[ 21
1=y , 

T
N R

nnn ],...,,[ 21=n  and TTR HHH =  are the transmitted 

symbols, the received symbols, AWGN noise and equivalent 

TR response, respectively. The vector x  contains i.i.d. 

random variables with zero mean 0}{ =xE  and 

variance Ixx x
2}{ σ=HE . For simplicity of analysis, we 

assume ),0(~ 2In nCN σ , 12 =xσ  and also, the antipodal 

modulation is considered. 

I. ROBUST TR OPTIMIZATION BASED ON MMSE CRITERION 

It is desired to calculate the error compensator pre-filter cF  

in an imperfect CSI with the assumption that the 

matrices Ĥ , TĤ  and ∆HC are known. The error vector is 

considered as the difference between the transmitted 

symbols and the detected symbols, as xxe −= ˆ . Thus 

MMSE solution should minimize the cost 

function }ˆ{}{
22

xxe −= EE  with respect to pre-filter cF . 

For simplicity of analysis we use the orthogonality principle, 

instead of the MMSE solution [15]. In this case, the 

orthogonality principle can be considered as 0}{ =HE ex  in 

which we obtain }{}ˆ{ HH EE xxxx = .  

 

 

By considering the MMSE equalizer in the receiver side, the 

estimated symbol x̂  can be expressed as [9] 

yHIHHx
H
TRTR

H
TR

1
)

1
(ˆ −+=

ρ
                                               (2)                   

where
2

2

n

x

σ
σ

ρ = is the signal to noise ratio. By using (2), the 

cross-correlation between the estimated and the transmitted 

symbols can be calculated as 

)}(){(}ˆ{ 12
TR

H
TRTR

H
TR

H EE HHIHHxx x ρρσ −+=                (3) 

Because TR
H
TR HHρ is symmetric, we can use the following 

approximation [17] 

IHHHHIHHHH +−≅+ −−− 12

2

1
)(

1
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1
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H
TRTR

H
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H
TRTR

H
TR ρρ
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Thus, by using the above approximation, (3) can be written 

as 

IHHHHxx x
xx 21
2

2

2

2

}){(}){(}ˆ{ σ
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σ

ρ

σ
+−= −−

TR
H
TRTR

H
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As a result, based on the orthogonality principle, i.e., 

=}ˆ{ HE xx }{ HE xx  we obtain 

IHH
ρ
1

}{ =TR
H
TRE                                                             (6) 

where cc ∆HFH∆HFHHHH +++= TTTR
ˆˆˆˆ is the equivalent 

TR channel response matrix of size NR ×NR (2L−1) which is 

given by 
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where each vector ijh  is a 1×(2L−1) auto-

correlation )( ji = or cross-correlation )( ji ≠  vector. Note 

that, the peak value of auto-correlation is located at the L
th
 

index. By TR method, the desired auto-correlation part in 

the equivalent CIR for the TR-MIMO scenario forms a 

strong peak and dominates in the L
th
 sample of the received 

signal captured by any antenna [6]. 

We assume ∆H and Ĥ  are mutually independent. 

Substituting TRH  into (6), we have 

IFCFHCFFCHHCH
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With some manipulating of (7) we have 

1
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1
)ˆ)(ˆ(

−+=++ ∆HCC CHHFHFH
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TT ρ
                  (8) 
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Finally, the elements of the estimation error compensator 

matrix CF  can be obtained from compensated pre-filter 

matrix CFHH += TT
ˆ  as 

1
)ˆˆ(

1 −+= ∆HCHHHH
HH

TT ρ
                                           (9) 

where the non-square complex-valued matrix TH can be 

found through the singular value decomposition (SVD) of 

(9) as follows [18].  

Given the NTL×NR(2L−1) matrix TH , let U be the NTL× 

NTL matrix whose columns are the orthogonal eigenvectors 

of H
TT HH , and V be the NR(2L−1)×NR(2L−1) matrix 

whose columns are the orthogonal eigenvectors of T
H
T HH . 

Also, let r be the rank of the matrix TH . Then, there is a 

SVD of TH as H
T VUH ∑= where the eigenvalues 

rλλ ,...,1 of H
TT HH are the same as the eigenvalues of 

T
H
T HH  and also, for ri ≤≤1 , let ii λσ = , with 1+≥ ii λλ

. 

Then the NTL×NR(2L−1) matrix ∑  is composed by setting 

iii σ=∑  for ri ≤≤1 , and zero otherwise. Thus based on (9) 

we have HHHHHH
TT UUUVVUHH ∑∑=∑∑= , that is, 

the left-hand side is a square symmetric matrix, and the 

right-hand side represents its symmetric diagonal 

decomposition. The values iσ are referred to as the singular 

values of TH . Then for (9) we have 

11 )ˆˆ( −+=∑∑ ∆HCHHUU HHH

ρ . As a result, the above 

discussion in the calculation of TH  from (9) can be 

expressed as the following subroutine in which a pseudo-

code is presented for the numerical implementation of the 

proposed robust TR optimization algorithm based on MMSE 

criterion. This code is expressed as 

• Compute the SVD of matrix 11 )ˆˆ( −+ ∆HCHH H

ρ  in 

(9) and order its singular values, i.e., 1U , 1∑  

and 1V as })ˆˆ({],,[ 11 −+=∑ ∆H111 CHHVU Hsvd ρ . 

• Set 1UU = . 

• Construct a zero matrix as 

))12(,( LNLNLNzeros TRT −−=
∆

O . 

• Set ])([ O1∑=∑ sqrt . 

• Compute the SVD of matrix TĤ and order its 

singular values, i.e., 0U , 0∑  and 0V  

as: }ˆ{],,[ Tsvd HVU 000 =∑ . 

• Set H
T 0VUH ∑≈ .  

II. POWER LOADING 

A. In Conventional TR-MIMO-UWB System 

In transmission over parallel channels, it can happen that we 

are faced with sub-channels that would require enormous 

transmit power to achieve acceptable bit or symbol error 

rates, especially in an imperfect CSI case. In this case it is 

beneficial, given the fixed amount of transmit power 

available, not to aim for equal error rates in all sub-channels, 

but perform an optimum power loading by minimizing the 

average bit error rate [16]. Some power allocation schemes 

are proposed in [10] to reduce the delay spread of the 

channel impulse response in the TR-MISO-UWB systems. 

Authors in [10] did not consider imperfect CSI case and also 

ISI and MSI effects on system performance in which their 

analysis is true in ideal and fantastic case. Therefore, based 

on previous findings such as [15] and [16], we propose a 

new power loading scheme for TR-MIMO-UWB systems by 

minimizing the average bit error rate (BER) at the receiver 

in an imperfect CSI scenario.    

The received signal at the MIMO channel output with TR 

pre-filtering, as mentioned in Section 2, without the channel 

estimation error compensation is given by 

nxH∆HHy ++= T
ˆ)ˆ(                                                    (10) 

where ∆H  and n  are assumed mutually independent and 

uncorrelated matrices. The received signal at j
th
 receive 

antenna can be expressed by 
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The first part of the received signal is the desired data 

symbol. In this part, the equivalent channel is the 

autocorrelation of channels. Also, jv and jw  are the 

interference from other symbols and the interference from 

the channel estimation error, respectively. In jv and jw  

parts, the equivalent channel is the cross-correlation of 

channels, which is small generally in comparison with the 

former. Also, jv and jw  terms in (11) appears as 

interference which degrades the performance of TR-MIMO-

UWB system, especially in imperfect CSI. Some of this 

interference can be reduced by a MMSE equalizer, but, we 

try to maximize the Signal to Interference plus Noise Ratio 

(SINR) more than ever by a power allocation scheme. The 

SINR at the j
th
 received antenna is given by 
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where 
F

•  denotes the Frobenius norm. If we define 

ijijij HhR ˆ
∆
=  as auto-correlation vector of the channel vector 

ijĥ and, ikij
jk

ik HhC ˆ
≠

∆
=  as cross-correlation vector of ijĥ with 

other sub-channels then, the SINR at the j
th
 received antenna 

is expressed as 
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where the estimation errors of the different sub-channels are 

assumed to be mutually independent, i.e., mnij ∆h∆h C  

whereC is the symbol, standing for mutual independence. If 

the channel estimation is perfect and also, because of 

focusing property of TR, we can neglect the interference 

part. Then the SNR is 
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                                                  (14) 

Performance of the TR-MIMO-UWB system depends on 

transceiver structure and the received signal properties, e.g., 

its probability density function (PDF). For 

sec5s nLt ≥ where st is time resolution of the channel, the 

average numbers of paths is high, so using central limit 

theorem, the sum of a large number of independent, zero-

mean random variables form a Gaussian PDF for the path 

gain [19]-[20]. But for sec5s nLt <  path gain PDF isn’t 

Gaussian and as the sLt  increases, the non-Gaussian shape 

tends more to Gaussian, and the densities become more bell 

shaped [20]. According to the above discussion, the average 

BER of the TR-MIMO-UWB system, assuming BPAM 

modulation, can be derived approximately from Eq. (13) as 
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where jp , ∑
=

=
TN

1j

jT pP and )(xQ  are the transmit power 

assigned to j
th
 transmit antenna, the total transmitted 

available power and the Marcum Q-function, respectively. 

)(xQ is defined as 
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For simplicity, we assume 12 =xσ , so that TT NP = . The 

optimum power allocation vector 
T

NT
pp ],...,[ 1=P that 

minimizes the average BER, when an imperfect CSI is 

presented, can be obtained by introducing the Lagrange 

function as 
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With partial derivative we obtain 
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Solving 0/ =∂∂ jG pL  for jp , we can allocate the power to 

each transmit antenna in a manner that 
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and finally 
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where )(xW is the real valued Lambert’s W-function defined 

as the inverse of the function )exp()( xxxf = for 0≥x , i.e., 

xaaaxW =⇔= )exp()(  [21]. Since the )(xW  function is 

real and concave, the unique solution for power allocation 

vector can be found by the following simple iterative 

procedure [22] 
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• If TP̂  is not yet sufficiently close to TP  then 

multiplyλ  by TT PP ˆ/  and go back to step (2). 

• Compute
T

NT
pp ],...,[ 1=P according to (20). 

Note that since )(xW for ex /1−>  is a monotonic function 

then according to (20) the highest powers (max jp ) are 

assigned to the weakest signals so the SINR values 

approximately stay constant for all sub-channels. 

B. In Robust TR-MIMO-UWB System 

Proposed power loading scheme presented in Section 4.1 

can be combined with robust optimization strategy 

mentioned in Section 3, but TR pre-filter should be 

calculated in an imperfect CSI scenario. In this case, Eq. 

(10) can be rewritten by considering the compensator pre-

filter as 

nxFH∆HHy C +++= )ˆ)(ˆ( T                                         (23)     

The received signal at j-th receive antenna can be expressed 

by 
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Then, the SINR at the j-th receive antenna is given by 
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Where the value jdh is defined as 
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In addition to ijR and ikC , if we define ikijik FhC ˆ
∆
=′ as cross-

correlation vector of ijĥ with 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 2, No. 2 (2013)

88



 

Likikikik Lflff ×−= 1]]1[],...,[],...,0[[f where jk ≠ , then, the 

SINR at the j
th
 receive antenna is obtained as 
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where jdh is obtained as 
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in which the estimation errors of the different sub-channels 

are assumed to be mutually independent, i.e., mnij ∆h∆h C . 

Power loading scheme can be obtained in the robust 

optimized system by replacing Eq. (27) into Eqs. (20), (21) 

and (22), and using the iterative procedure mentioned in [8]. 

If the channel estimation is assumed to be perfect, we can 

neglect the interference terms caused by the channel 

estimation error, and then the SNR can be written as 
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As it can be seen from (29), jSNR values are larger than its 

counterpart in Eq. (14). Increase in the jSNR values in Eq. 

(29) relative to Eq. (14) is because of the error compensator 

coefficients )(lfij obtained in robust optimization scheme in 

Section 3. Therefore, it is expected that the power loading 

scheme in robust optimization, outperforms relative to 

conventional TR-MIMO-UWB system in an imperfect CSI. 

This expression will be denoted by simulation. If 0=CF  

then we obtain the power allocation scheme in conventional 

TR-MIMO-UWB system in an imperfect CSI scenario. 

III. SIMULATIONS AND RESULTS 

To evaluate the performance of the proposed optimization 

methods (robust optimization and power loading) for the 

TR-MIMO-UWB system, Monte Carlo simulations are 

conducted in this section. As in [5], the second-order 

derivative of Gaussian pulse has been used as the transmitted 

pulse )(tp , which is mathematically defined as [5]  

2)(2
2 ])(41[)( p

c

T

tt

p

c e
T

tt
tp

−
−−

−=
π

π                                 (30) 

where Tp is a parameter corresponding to pulse width, and tc 

is a time shifting of the pulse. In the following simulations, 

we consider Tp=5ns, and tc =2.5ns. Also, one pulse per 

symbol is assumed, i.e., symbol duration T  is assumed 

5nsec where is equal to transmission rate of 200Mbps with 

BPAM modulation and also, sampling time sec167.0 nts =  

is considered. We assume that the signal is transmitted over 

UWB channels and perfectly synchronized at receiver. The 

most widely adopted UWB multipath channel model has 

been proposed by the IEEE 802.15.3a Task Group [23-24]. 

According to this proposal, slow fading, dense multipath and 

quasi-statistic are the key features of the UWB channel. Four 

scenarios were proposed: CM1-based on line of sight (LOS) 

0–4m length, CM2-based on non-LOS (NLOS) 0–4 m, 

CM3-based on NLOS 4–10 m, and CM4 based on an 

extreme NLOS environment. As in [5], we use the IEEE 

802.15.3a CM4 channel model for each channel in 

simulations to evaluate our proposed solutions in the worst 

case scenario of the indoor multipath channels. 

To optimize the TR-MIMO-UWB system performance of 

Fig.1 and to compensate the channel estimation error by pre-

filter, we use the robust optimization scenario mentioned in 

Section 3. The entries of ∆H  are assumed to be zero mean 

i.i.d. complex Gaussian random variables. In our 

simulations, we consider 3 values for the estimation error 

variance as 3.0and2.0,1.02 =eσ . The performance of un-

coded TR-MIMO-UWB system with robust optimization 

scheme is shown in Fig. 2 in imperfect CSI. It can be seen 

that, for the particular values of the estimation error variance 

considered in this section, the BER performance of 2 × 2 

TR-MIMO-UWB is considerably improved. For example, 

with 1.02 =eσ , the SNR can be improved about 4dB at the 

average BER=10
−3
. 

In Figs. 3 and 4, the equivalent CIRs for a 2 × 2 TR-MIMO-

UWB system are compared in perfect and imperfect CSI 

where 1.02 =eσ  is assumed. It should be noted that the 

signal transmitted over the desired channel is focused into a 

narrow time instant, while ISI channel spreads the signal. 

This property is useful for ISI mitigation when the signal is 

transmitted over long delay spread channel [5]. But 

according to Figs. 3 and 4, in an imperfect CSI, the delay 

spread of the equivalent channel is increased as compared 

with perfect CSI. This channel imperfection degrades the 

performance of TR-MIMO-UWB system. As it is shown in 

Figs. 3 and 4, the time focusing feature of the TR technique 

in the robust optimized TR-MIMO-UWB system is yet 

preserved. Figs. 3 and 4 denote the temporal focusing 

property of TR technique in four sub-channels, before and 

after the robust optimization. Someone can understand the 

time compression of the energy (power) at the center of the 

compressed equivalent TR response from these figures. But, 

it might be possible for another one to feel and understand 

the time focusing of TR method by focusing gain better than 

the plotted figures. For more understanding of this, 

according to [25]-[26], focusing gain (FG) is defined as the 

ratio of the strongest tap power to the total tap power of the 

received equivalent TR response. If we define the equivalent 

TR response between i-th transmit antenna and j-th receive 

antenna as )]]1[(],...,0[)],...,1([[ −−−= LhhLh ijijijijh , then 

focusing gain ( ijFG ) according to [25]-[26] is given by 

∑
−
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Ll
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h
FG                                                      (31) 

We obtained this ratio by averaging over 100 multipath 

channel realizations between transmit and receive antennas 

and tabulated in Table 1. As it can be seen from Table 1, the 

FG in robust optimized TR scheme is more than the 

imperfect CSI case and less than the perfect CSI scenario. 

This result proves the performance improvement of Fig. 2 

and the temporal focusing of Figs. 3 and 4.      

In addition to the robust optimization scheme, we use the 
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proposed power loading solution mentioned in Section 4 to 

improve the TR-MIMO-UWB system performance more 

than ever. In Fig. 5, we can observe the performance of the 

proposed power loading for the robust optimization. As can 

be seen from this figure, for instance in 1.02 =eσ , the 

performance of power loading is noticeable, especially for 

high SNR values. Also, as it can be seen from Table 1, the 

FG in the power loading scheme is more than the robust 

optimization scheme. This means that the power loading 

method outperforms the robust optimization scheme. For 

validity of this, as it can be realized from Fig. 5, the power 

loading scheme has better performance relative to robust 

optimization method, especially for high SNR. Such as, 

according to Fig. 5, for 1.02 =eσ , the power loading scheme 

substantially outperforms the robust optimization method 

about 2dB SNR at the average BER=10
−3
. 
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Fig. 2. BER performance of 2x2 TR-MIMO-UWB with robust 

optimization. 
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Fig. 3. Plotting (a) 11h  and (b) 21h  of the matrix TRH  (Impulse 

response of 2 × 2 TR-MIMO-UWB equivalent channel with pulse 

shaping). 
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Fig. 4. Plotting (a) 12h  and (b) 22h  of the matrix TRH  (Impulse 

response of 2 × 2 TR-MIMO-UWB equivalent channel with pulse 

shaping). 
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Fig. 5. Power loading in robust optimization for imperfect CSI 

and 1.02 =eσ . 

IV. CONCLUSION 

The imperfect CSI effects, caused by channel estimator 

error, on TR-MIMO-UWB system were considered in this 

paper. At first, a pre-filtering approach as robust 

optimization scheme based on MMSE equalizer is 

developed. We observed that the robust optimization 

technique considerably improved the BER performance of 

2×2 TR-MIMO-UWB system, where temporal focusing 

feature of the TR technique in the robust optimized TR-

MIMO-UWB system was kept, especially for high SNR 

values. For instance, 2×2 TR-MIMO-UWB system with the 

TABLE I 

COMPARISON OF THE PROPOSED SCHEMES (ROBUST 

OPTIMIZATION & POWER LOADING) IN FOCUSING GAIN TERM 

BEFORE AND AFTER OPTIMIZATION FOR 1.02 =eσ  

Sub-channel 

Index 

Perfect 

CSI 

Imperfect 

CSI 

Robust 

Optimization 

Scheme 

Power Loading 

Scheme 

11h  0.6621 0.2264 0.3740 0.5643 

21h  0.0792 0.0236 0.0375 0.0534 

12h  0.0769 0.0214 0.0332 0.0521 

22h  0.6577 0.2163 0.3565 0.5536 
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proposed robust optimization scheme was improved about 

4dB SNR at the average BER=10
−3 

for 1.02 =eσ . Then, the 

power loading strategy was proposed for the imperfect CSI 

and the robust optimized cases. It was observed that it 

brought a performance gain in the 2×2 TR-MIMO-UWB 

system in an imperfect CSI scenario and the robust 

optimized system. Also, it was seen that the power loading 

scheme has better performance relative to robust 

optimization method, especially for high SNR. For example 

in 1.02 =eσ , the power loading scheme substantially 

outperforms the robust optimization method about 2dB SNR 

at the average BER=10
−3
.  

Note that we proposed the general new solutions for the 

wireless personal area network (WPAN) TR-MIMO-UWB 

systems in this paper. It is clear that our methods can be 

especially used in the extremely multipath indoor 

environments as the short-range high-data rate transmission, 

such as, downlink scenario of the access point to the 

handsets in the indoor environments, the multimedia and 

other high-data rate transmissions in a wireless home 

networking and so on.  
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