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 

Abstract— Two new circuits of 2nd order universal 

frequency filter designed using signal-flow graphs method are 

presented. Both filters were proposed in single-ended and 

fully-differential forms. Multiple-output current follower 

(MO-CF) and digitally adjustable current amplifier (DACA) 

used in proposal are described in the paper. The pole frequency 

and the quality factor of filters can be controlled by the current 

gain of digitally adjustable current amplifiers suitably placed in 

the circuit structure. The actual function of the proposed filters 

is verified using PSpice simulation. Simulation results of 

proposed filters are also included in this paper. 

 
Keywords— Current amplifier, Current follower, Current 

mode,  Frequency filter, Fully differential, Single ended 

I. INTRODUCTION 

There are multiple methods how to approach to design of 

frequency filters. One of the general filter-design method 

frequently used for the proposal of new filters is autonomous 

circuit design method described in [1-4]. An autonomous 

circuit is presented as a circuit of passive and active elements 

which possesses no excitation source and has no selected 

input or output terminal. Such a circuit is solely described by 

the characteristic equation. These autonomous circuits then 

serve as a default circuit to design various types of frequency 

filters [4]. We can also mention a method of synthetic 

immittance system which can be found for instance in [4-6]. 

Higher-order immittance synthetic elements consist of serial 

or parallel combinations of elementary D or E type dipoles. 

There are four synthetic elementary dipoles connections with 

immittance of higher order namely DP, DS, EP, ES [6]. Other 

known way how to propose frequency filters is using 

signal-flow graphs (SFGs) method described in papers such 

as [4], [7], [8]. For synthesis and analysis of electrical circuits 

Mason-Coates' (M-C) flow graphs are used. These graphs can 

be understood as diagrams representing mutual relations 

between nods and branches of the analyzed circuit. Using this 

method we can directly propose circuits of frequency filters 

in two steps. Firstly, a type of the transfer function is 

determined. Subsequently, the rules of M-C graphs are used 

to create a graph of the proposed circuit described by its 

transfer function. From this graph the circuit network can be 

easily made [7]. 
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Lately we can experience a trend of decreasing of supply 

voltage caused by reducing of the integrated circuit size. 

Growning requirements on circuit with low supply voltage 

force desingers to propose circuits working in the current 

mode to achieve sufficient signal to noise ratio. Furthermore, 

the frequency-limitation of the common operation amplifier 

leads to employing of other types of active elements. Active 

elements operating in the current mode can provide a high 

frequency bandwith and dynamic range [4]. Research in 

analog functional blocks is also focuded on the realization of 

the current-mode filters using different types of a current 

conveyor (CC) [9-11] and differential voltage current 

conveyor (DVCC) [12], [13]. We can mention filters with 

operational transconductance amplifiers (OTA) [14-15], 

current differencing transconductance amplifiers (CDTA) 

[16], [17]. Filters emploing fully differential current 

conveyors (FDCC) can be found in [18-20]. Papers [21], [22] 

describe various types of filters using current followers (CF). 

Furthermore, it is possible to come across filters operating 

with current differencing buffered amplifiers (CDBA) for 

instance in [23] and [24]. 

This article contains also fully-differential structures of 

proposed filters because of their advantages when compared 

to single-ended circuits such as lower harmonic distortion, 

greater dynamic range of the signal, greater attenuation of 

common-mode signal and better power supply rejection ratio. 

Fully-differential structures have also a few drawbacks 

namely the larger area taken on the chip which leads to higher 

power consumption and more complex design than 

single-ended structures [25], [26]. 

II. ACTIVE ELEMENTS DEFINITION 

Description of two active elements used for proposal are 

presented in this section. Their schematic symbols and 

signal-flow graphs are included. Description also contains 

2nd level macro-models of these elements used in 

simulations of behavior of proposed circuits. 

To obtain low number of transfer function terms it is 

required employing multi-output active elements to create 

feedbacks, which allow us to cancel out unwanted terms of 

the transfer function [7]. Therefore, first used element is a 

multiple-output current follower (MO-CF) formerly 

presented in [27]. The MO-CF has on input and 4 output 

terminals. This component has been implemented using a 

universal current conveyor (UCC) [28], [29] as it is shown in 

Fig. 1. 
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The relations between the input and outputs of the 

MO-CF are described by following equations: 

 

,31 INOUTOUT iii   (1) 

 

.42 INOUTOUT iii   (2) 

 

Its schematic symbol, simplified signal-flow graph and 

2nd level model is shown in Fig. 1. 

 

The second element is a digitally adjustable current 

amplifier (DACA) originally presented in [30]. This part has 

a differential current input and output and its current gain is 

adjustable [31]. The DACA circuit has been developed and 

implemented in cooperation of Brno University of 

Technology and ON Semiconductor Brno Design Center in 

the CMOS 0.35 mm technology. Its current gain can be set 

via 3-bit word in range from 1 to 8 with step of 1 [30]. 

The behavior of the DACA is given by the equations: 

 

),(   ININOUT IIAI  (3) 

 

),(   ININOUT IIAI  (4) 

 

),(2   OUTOUTDIF IIAI  (5) 

 

where A is a current gain of DACA. 

 

Its schematic symbol, simplified signal-flow graph and 

2nd level model is shown in Fig. 2. 

III. PROPOSAL OF UNIVERSAL CURRENT-MODE FREQUENCY 

FILTERS 

A. Description of the universal current-mode  frequency filter 

Circuits of filters proposed in this paper are based on 

analysis of previously presented filter published in [32]. It is 

2nd order universal current-mode frequency filter. Scheme of 

this filter and its signal-flow graph can be seen in Fig. 3. It 

contains 3 multiple-output current followers and it is based 

on the fact that frequency filters of the second order can be 

made by appropriate setting of integrators [32]. 

 

The denominator of all transfer functions of this filter is 

equal to: 

 

.211221

2 GGGsCCCsD   (6) 

 

Relation for the angular frequency and quality factor are: 
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Fig. 1.  A current follower a) schematic symbol, b) signal-flow graph, 

c) realization using the UCC, d) 2nd level macro-model 
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Fig. 2. A digitally adjustable current amplifier a) schematic symbol, b) 

signal-flow graph, c) 2nd level macro-model 
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Fig. 3. 2nd order universal current-mode frequency filter presented in [32] 
a) scheme, b) signal-flow graph 
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where ω is angular frequency and Q is the filter quality 

factor. 

From Fig. 3 can be seen that all current responses are 

taken directly from high impedance outputs of the active 

elements. The original circuit was presented with only one 

input, but further analysis paid to this circuit showed that 

there can be 3 basic inputs. Specific transfer function can be 

obtained from the particular output, or summing of some 

outputs: 
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The aim of designers of integrated circuits is that 

proposed filters should be universal. In other words, a filter 

should be able of realizing all types of filtering functions (low 

pass, band pass, high pass, band stop and all pass filter). From 

equations (9-13) is evident that this filter provides all types of 

the transfer functions, moreover, all types of these functions 

except an all pass filter are presented even in inverted form. 

B. Proposal of new 2nd order universal current-mode 

frequency filters 

Based on the rules of M-C graphs, new filters have been 

proposed using the filter presented in [32] as a pattern. First 

of them can been seen in Fig. 4. In this case, 2 digitally 

adjustable current amplifiers have been added. By changing 

the current gain of these amplifiers, the pole frequency of the 

filter can be adjusted independently of the quality factor. Fig. 

5. shows the fully-differential version of the first proposed 

filter. Both F-D versions of proposed filters are designed with 

non-differential current followers instead of fully differential 

current followers (FDCFs) in order of easier implementation 

in form of PCB. 

The denominator for the transfer functions of this filter is 

given by: 

 

.212111221

2 AAGGAGsCCCsD   (14) 

In order to obtain particular transfer functions for the F-D 

filters factor A has to be replaced by 2A because of the 

differential gain of the DACA, which is twice higher than in 

case of S-E structures as is demonstrated by equation (5). The 

same applies for G1, G2 when their values must be twice 

higher than in case of S-E conductances. From equation (14) 

is obvious that in case A1 = A2 = A it is possible to control the 

pole frequency of the filter independently of the quality factor 

of the filter by adjusting this parameter. That is proven by 

following relations expressing the relationship between the 

pole frequency and quality factor. 
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We can see that, Q is not depended on A parameter and 

that is why this parameter will not change when A is changing. 

Following equations represent the transfer functions of this 

filter: 
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Fig. 4. First proposed 2nd order universal current-mode frequency using 2 DACAs S-E version a) scheme, b) signal-flow graph 
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Fig. 5. First proposed 2nd order universal current-mode frequency using 2 DACAs F-D version a) scheme, b) signal-flow graph 
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Fig. 6. Second proposed 2nd order universal current-mode frequency using 3 DACAs S-E version a) scheme, b) signal-flow graph 
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Fig. 7. Second proposed 2nd order universal current-mode frequency using 3 DACAs F-D version a) scheme, b) signal-flow graph 
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where A1, A2 is a current gain of DACA1, DACA2 

respectively. 

 

These equations show the fact that we can obtain high 

pass transfer function directly from the outputs of MO-CF1 to 

compare to previous circuit when it was necessary to sum two 

appropriate outputs in order to get high pass transfer function. 

This applies for the filter with 3 DACAs, too, that will be 

presented later. 

Figure 6 and Fig. 7 respectively show a single-ended and 

fully-differential version of the filter using 3 digitally 

adjustable current amplifiers. That allows us to control both 

the pole frequency and quality filter independently of each 

other. 

Parameter A1 is used to adjust the quality factor. By 

common change of parameters A2 and A3 we can set the pole 

frequency of the filter. 

The denominator of this filter is: 
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This equation gives the possibility of controlling of the 

pole frequency and quality factor independently of each other 

by adjusting A1 in order to change the quality factor and 

simultaneous change of A2 and A3 when A2 = A3 = A to control 

the pole frequency as is proven by: 
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The transfer functions are described by: 

 

,221

2

5

2

6

1

5

1

6
1

D

AGG

I

I

I

I

I

I

I

I
I

IN

O

IN

O

IN

O

IN

O
LP   (33) 

 

,21

3

5

3

6
2

D

GG

I

I

I

I
I

IN

O

IN

O
LP   (34) 

 

,3221

5

5

5

6

4

4

4

3
3

D

AAGG

I

I

I

I

I

I

I

I
I

IN

O

IN

O

IN

O

IN

O
LP   (35) 

 

,212

2

3

2

4

1

3

1

4
1

D

AGsC

I

I

I

I

I

I

I

I
I

IN

O

IN

O

IN

O

IN

O
BP   (36) 

 

,12

3

3

3

4
2

D

GsC

I

I

I

I
I

IN

O

IN

O
BP   (37) 

 

,321

4

1

4

2
3

D

AGsC

I

I

I

I
I

IN

O

IN

O
BP   (38) 

 

,3212

5

3

5

4
4

D

AAGsC

I

I

I

I
I

IN

O

IN

O
BP   (39) 

 

,21

2

1

1

1

2

1
D

CCs

I

I

I

I
I

IN

O

IN

O
HP   (40) 

 

,321

2

5

1

5

2
2

D

ACCs

I

I

I

I
I

IN

O

IN

O
HP   (41) 

 

,22121

2

1

51

1

62
1

D

AGGCCs

I

II

I

II
I

IN

OO

IN

OO
BS








  (42) 

 

,3221321

2

5

51

5

62
2

D

AAGGACCs

I

II

I

II
I

IN

OO

IN

OO
BS











 (43) 

 

,22121221

2

1

541

1

632

D

AGGAGsCCCs

I

III

I

III
I

IN

OOO

IN

OOO
AP











 (44) 

 

,32213212321

2

5

541

5

632

D

AAGGAAGsCACCs

I

III

I

III
I

IN

OOO

IN

OOO
AP











 (45) 

 

where A1, A2 and A3 are current gains of DACA1, DACA2 and 

DACA3. 

Transfer functions which correspond with a specific term 

of the denominator of the filter have unity gain in pass-band 

area regardless values of A parameters, therefore, these 

transfer functions are most advantageous. That applies for 

transfer functions from equations (19), (24), (35) and (40). 

Band pass transfer functions containing C1 capacitor instead 

of C2 which is involved in both denominates of proposed 

filters have not unity gain and the smallest attenuation starts 

at -5 dB. That applies for equations (21), (22) and (38). Other 

transfer functions change their gain according values of 

parameter A. In case of proposed filters from Figs. 4 and 5 

when comparing low pass transfer functions namely 

equations (17), (18) and (19), low pass transfer function from 

equation (17) using IIN2 has greater attenuation at higher 

frequencies. 

The same applies for band pass transfer functions from 

equation (20) when using IIN2 and equation (21). Comparing 

high pass and band stop functions, transfer function from 

equations (24) and (26) have slightly greater attenuation at 

higher frequencies. Transfer functions of proposed filters 

from Figs. 6 and 7 provide greater attenuation at higher 

frequencies in case of low pass and band pass functions from 

equations (34), (37) and then (33) and (36) when IIN2 input is 
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used. High pass and  band stop functions from equations (40) 

and (42) provide slightly greater attenuation at higher 

frequencies. Comparison has been carried out using starting 

values of specific filter parameters specified in chapter 4. 

IV. SIMULATIONS 

To verify appropriate functions of proposed filters, 

simulations of these circuits were carried out using 

simulating program OrCAD and Snap. Some simulation 

results are included in this paper for illustration. All output 

responses illustrated in Figs. 8, 9, 12, 13, 14, 17 and 18 are 

inverting filtering functions. Output responses illustrated in 

Figs. 10, 11, 15 and 16 are non-inverting.  Models of active 

elements used in simulations are shown in Fig. 1 and 2 in 

chapter 1. Following values of specific filter parameters have 

been chosen for PSpice simulations the starting pole 

frequency f0 = 1 MHz, Butterworth approximation Q = 0.707 

(starting value), C1 = C2 = 100 pF and starting values of 

parameters A1 = A2 = A3 = 1 (half values in case of F-D 

filters). Because a real part of DACA is still in the testing 

phase we are using alternative element which allows us to set 

any value of its gain in range of 0-5 continuously, therefore, 

values chosen to verify ability to change the pole frequency 

or quality factor of proposed filters are solely 

demonstrational and do not necessary correspond with values 

which can be obtained using a real element of DACA 

amplifier. Remaining values of passive elements were 

calculated according equation (46), (47) respectively. 
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Proposed fully-differential filters are designed that way 

they have almost the same transfer functions as proposed 

single-ended filters due to modified values of passive 

elements: 
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In order to obtain particular transfer functions for the F-D 

filters factor A has to be replaced by 2A because of the 

differential gain of DACA, which is twice higher than in case 

of S-E structures as is demonstrated by equation (5). 

Outputs of both S-E and F-D filter structures with 2 

DACAs from Fig. 4 and Fig. 5 can be seen in Fig 8 when IIN1 

input has been used and output responses are taken from 

outputs IO2 (blue line), IO4 (red line), IO6 (green line) and IO2 + 

IO6 (turquoise line) in case of S-E form of the filter and IO1 

(blue line), IO2 (red line), IO3 (green line) and IO1 + IO3 

(turquoise line) for F-D form.  

Gain, delay and phase characteristics of all pass filter can 

be seen in Fig. 9 when outputs IO2 + IO3 + IO6 for S-E form and 

IO1 + IO2 + IO3 in case of F-D form were used. From the graph 

can be see that the filter is suitable only approximately up to 

frequency of 10 MHz because of bandwidth limitations of 

used active elements. The same applies for the second 

proposed filter.  

Figure 10 shows the transient analysis of this all pass 

filter where blue line represents the input signal, red and 

green lines are the output responses of S-E form, F-D form 

respectively. Amplitude of the input signal has been set to 

1 mA and frequency 1 MHz when the signal of non-inverting 

output should have its phase shifted of 180° opposed to the 

input signal. From the picture can be seen that the F-D filter is 

closer to the expected value. 

Transient analysis of band-pass transfer functions of 

filters from Figs. 4 and 5 can be seen in Fig. 11. Graph shows 

the input signal and output responses of band-pass transfer 

functions of filters from Figs. 4 and 5 to a unit step of value of 

1mA when IIN1 input and IO3 output in case of S-E filter and 

IO2 output in case of F-D filter have been used. It's important 

to note that used simulation models of active elements are 

designed mainly for AC analysis. That also applies for 

transient analysis of filters from Figs. 6 and 7. 

Figure 12 demonstrates possibility of adjusting the pole 

frequency of proposed S-E filter by changing the current gain 

of DACAs when IIN1 input has been used and output 

responses are taken from output IO2 in case of S-E form and 

IO1 in case of F-D form. Values of parameter A have been set 

A1 = A2 = {0.5, 1, 2}. Calculated values of the pole frequency 

for both S-E and F-D solutions and for chosen values of 

parameter A were {499.95 kHz, 999.91 kHz, 1999.81 kHz}. 

Measured values obtained from simulation were {466.48 

kHz, 921.54 kHz, 1816.23 kHz} for S-E form of proposed 

filter using 2 DACAs and {479.34 kHz, 942.31 kHz, 1846.38 

kHz} in case of F-D form.  

Figure 13 shows the transfer functions of S-E and F-D 

filters with 3 DACAs from Fig. 6 and Fig. 7. The input used 

in this case is IIN1 and output responses are taken from outputs 

IO2 (blue line), IO4 (red line), IO6 (green line) and IO2 + IO6 

(turquoise line) in case of S-E form and IO1 (blue line), IO2 

(red line), IO3 (green line) and IO1 + IO3 (turquoise line) for 

F-D form. 

Figure 14 shows delay and phase characteristics of all 

pass filter when outputs IO2 + IO3 + IO6 for S-E form and IO1 + 

IO2 + IO3 in case of F-D form were used.  

The transient analysis of this all pass filter can be seen in 

Fig. 15 where blue line represents the input signal, red and 

green lines are the output responses of S-E form, F-D form 

respectively. Parameters of the input signal have been chosen 

evenly like for the previous all pass filter, consequently, 

amplitude of the input was 1 mA and frequency 1 MHz. 

From the picture can be again seen that the output response of 

the F-D filter is closer to the expected value. 

Figure 16 shows the input signal and output responses of 

band-pass transfer functions of filters from Figs. 6 and 7 to a 

unit step of value of 1mA when IIN1 input and IO3 output in 

case of S-E filter and IIN1 output in case of F-D filter have 

been used.  

The ability of tuning parameters quality factor Q and pole 

frequency f0 independently of each other can be seen in Fig. 

17, 18 respectively. The input was IIN1 and the output 

responses were IO2 (S-E form), IO1 (F-D form) when the 

possibility of controlling f0 has been analyzed and IO4 (S-E 

form) and IO2 (F-D form) in case of quality factor adjusting. 

Gains of DACAs were set as follow A1 = {0.1, 0.5, 1} and 

A2, A3 = {0.5, 1, 2}. Calculated values of the pole frequency 

were the same as for previously described filter. Measured 

values obtained from simulation for the S-E form were  
 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 3, No. 1 (2014)

7



 

  

 
 Fig. 8. Output responses of the S-E filter from Fig. 4 (solid lines) and of the F-D filter from Fig. 5 (dashed lines): 

 high pass, band pass, low pass, band stop when IIN1 has been used 

 

 
Fig. 9. Output responses of all pass filter characteristics (gain, delay and phase) of the S-E filter from Fig. 4 (blue lines)  

and of the F-D filter from Fig. 5 (red lines)  

 
Fig. 10. Input signal and output responses of all pass filter (transient analysis) of filters from Figs. 4 and 5 

when the input frequency was 1 MHz and amplitude 1 mA 
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Fig. 11. Input signal and output responses of band-pass filtering functions of proposed filters from Figs. 4 and 5 

to a unit step signal of value of 1mA 

 
 

 
Fig. 12. Demonstration of controlling f0 in case of the S-E filter from Fig. 4 (solid lines) and of the F-D filter from Fig. 5 (dashed lines)  

when A1 = A2 were set 0.5, 1, and 2 

 
Fig. 13. Output responses of the S-E filter from Fig. 6 (solid lines) and pf the F-D filter from Fig. 7 (dashed lines): 

 high pass, band pass, low pass, band stop when IIN1 has been used 
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Fig. 14. Output responses of All pass filter characteristics (gain, delay and phase) of the S-E filter from Fig. 4 (blue lines)  

and of the F-D filter from Fig. 5 (red lines)  
 

 

 

 
Fig. 15. Input signal and output responses of all pass filter (transient analysis) of filters from Figs. 6 and 7 

when the input frequency was 1 MHz and amplitude 1 mA 

 

 

 
Fig. 16. Input signal and output responses of band-pass filtering functions of proposed filters from Figs. 6 and 7 

to a unit step signal of value of 1mA 
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{468.78 kHz, 914.73 kHz, 1805.3 kHz} and {477.38 kHz, 

945.39 kHz, 1854.8 kHz} in case of the F-D form. Calculated 

values of the quality factor were {7.068, 1.414, 0.707} and 

simulated for the S-E form {6.695, 1.379, 0.639} and {7.980, 

1.472, 0.693}. 

From Figs. 8-18 we can compare S-E and F-D output 

responses of proposed filters. The graphs show magnitude 

responses of non-inverting low pass, band pass and high-pass 

transfer functions. The F-D filters provide a slightly higher 

attenuation than the S-E structures. In this case the difference 

is most probably caused by unequal values of resistors since 

the values of resistors used in F-D structures must be a half of 

resistance used for S-E structures to obtain the same transfer 

functions. The pole frequencies of F-D filters are also closer 

to calculated values. Simulation results shown in Fig. 12, Fig. 

17 and Fig. 18 confirm the ability of controlling the pole 

frequency and quality factor of proposed filters. 

V. CONCLUSION 

Two new 2nd order universal filters proposed using 

signal-flow graphs method were presented in this paper. Both 

filters operate in the current-mode and both filters were 

proposed in single-ended and fully-differential form. In both 

proposals were placed digitally adjustable current amplifiers 

(DACAs) to control the pole frequency and quality factor of 

the filters. First designed filter uses 2 DACAs to adjust the 

pole frequency independently of the quality factor. In case of 

the second proposed filter there are used 3 DACAs to control 

both the pole frequency and quality factor independently of 

each other. From transfer functions of proposed circuits it is 

obvious that the filters are universal. Simulations verified 

functions of proposed circuits and some of them are included 

for illustration to compare S-E and F-D structures and 

illustrating possibility of controlling the pole frequency and 

quality factor. 

 
Fig. 17. Demonstration of controlling f0 in case of the S-E filter from Fig. 6 (solid lines) and of the F-D filter from Fig. 7 (dashed lines)  

when A2 = A3 were set 0.5, 1, and 2 

 
 

 
Fig. 18. Demonstration of controlling Q for the S-E filter from Fig. 6 (solid lines) and of the F-D filter from Fig. 7 (dashed lines)  

when A1 was set 0.1, 0.5, and 1 
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Abstract—The paper proposes a novel method for detection of 

macula in medical image of human eye – retinal fundus images 

that can be used in ophthalmology for detecting various eye’s 

diseases such glaucoma, diabetic retinopathy or macula oedema. 

The method utilizes an approach of multilevel thresholding of 

red channel of fundus retinal image. Subsequently, the 

thresholded layers are preprocessed by application of median 

blur filter. Algorithm for ellipse detection from OpenCV library 

is used on all thresholding level. Then proposed technique 

analyzes detection and evaluates position of macula in fundus 

image. The precision of the method is evaluated on dataset from 

public fundus image library DRIVE. The results were 90% (36 

of 40). False detections ware only in images where macula was 

not visible.  

Keywords— Automatic, Fundus, Macula, Medical Image 

processing, Multilevel Segmentation, Thresholding. 

I. INTRODUCTION 

HE human eye is one of most important part of human 

body and diseases like glaucoma, diabetic retinopathy 

and macular degeneration can irreversible damage human 

vision. Diabetic retinopathy is usually main reason for the 

blindness in elder age people if not treated in early stages [1]. 

Patient’s retinal image has to be analyzed for detection of 

disease like a diabetic retinopathy. 

 Retinal images are usually known as Fundus images. These 

images have usually red tint due to rich blood supply. Fundus 

image contains optical disk, macula and blood vascular, which 

are important for diagnosis by ophthalmologist [2]. Macula is 

an oval shaped highly pigmented yellow spot usually located 

in the center of retina of the human eye. Near its center there 

is the fovea, a small pit that contains the largest concentration 

of cone cells in the eye and is responsible for central, high 

resolution vision. Macula is the darkest region in 

neighborhood of optical disk in Fundus image Fig. 1. There 

are also visible vessels and veins. Extraction of retinal 
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vascular can be also used in some application related to secure 

area like personal identification .The main concern of this 

paper is to detect macula in Fundus imaged. Detection of 

macula is the most important step for the treatment of macula 

oedema. Patients with macula oedama have blood leakage in 

blood vessels in macula area, if detected it can be treated with 

laser [3]. 

 

 

Fig. 1. Retinal image with marked macula and optic disk 

II. RECENT SOLUTION 

Different approaches are presented in literature for macula 

detection. In [4], macula is detected using line operator. Paper 

[5] is presenting a method for macula detection using seeded 

mode tracking approach. Paper [6] presents the algorithm to 

detect macula using edge detection and region growing 

techniques. Ant Colony Optimization based hybrid method is 

presented in [7]. In paper [8] macula is localized first by 

making use of localized optic disc center and enhanced blood 

vessels. Finally, macula is detected by taking the distance 

from center of optic disk and thresholding then combining it 

with enhanced blood vessels image to locate the darkest pixel 

in this region, making clusters of these. The article [9] 

represents an approach of image segmentation on microscopic 

bone marrow images by using multilevel tresholding 

technique. This technique has been applied into two types of 

images which is normal bone marrow and Acute 

Lymphoblastic Leukemia (ALL) or this paper [10] introduces 

detection method based on multilevel-thresholding of input 

image and subsequent analysis of objects shape in each level. 

Detection algorithm focuses on path tracking of persons in 

video sequences correct evaluation of tailgating or 

piggybacking. This paper [11] introduces solution for 

localization of optic disc by using specialized template 

matching and segmentation by a deformable contour model. 

Difference approach of detection in medical images is 

Automatic detection of the macula in retinal fundus 

images using multilevel thresholding 
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T

doi: 10.11601/ijates.v3i1.78

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 3, No. 1 (2014)

13



 

described in this article [12], where is described method for 

highly accurate and effective localization of the transverse 

section of the carotis communis artery in ultrasound images 

using Viola-Jones detector. 

The presented solution focuses on macula detection using 

multi-level thresholding without any supporting detection of 

area in fundus image. Proposed algorithm should be very 

accurate with detection of macula center with non-complex 

algorithm.  

III. PROPOSED TECHNIQUE 

The proposed macula detection algorithm using multilevel 

thresholding and ellipse detection from all level is described 

in flow chart in Fig. 2. The technique consists of three main 

parts: Layer selection and image preprocessing, multilevel 

thresholding and position detection algorithm. 

 

 
Fig. 2. Complete algorithm for macula detection 

A. Layer selection 

The proposed technique uses multilevel thresholding of 

Fundus image and ellipse detection using OpenCV
1
 (Open 

Computer Vision) framework. OpenCV contains various 

libraries for image processing and object detection. 

All color channels from Fundus image (red, green, blue) (as 

seen in Fig. 3) were extracted. Green channel is usually used 

for vessels and veins segmentation, because there is most 

image information with veins and vessels. We used red 

channel as an input point of our algorithm. This decision was 

made after an analysis of RGB channels. Red channel 

contains mostly information about macula and less 

information about veins and vessels (Fig. 3c), which can 

negatively influence algorithm for ellipse detection. 

 
1 Available from URL: http://opencv.org 

B. Preprocessing 

Macula does not have usually perfect rounded circle or 

ellipse shape, but it has ellipse with craggy perimeter. For this 

reason is red channel of fundus image preprocessed by 

application of blur function using normalized box filter. Thus 

preprocessed image is used as input to multilevel 

segmentation and ellipse detection algorithm.  

 

  
a) 

  
b) 

  
c) 

Fig. 3. RGB channels of fundus retinal image with histograms 

 a) Blue b) Green c) Red 

 

C. Multilevel thresholding 

 Consequently the fundus image is segmented in the loop, 

where loop is created over all threshold level. This multilevel 

thresholding is computed for all 256 levels, because red 

channel is processed as grey image with 8-bit information 

about grey shade. Thresholding levels from 100 to 230 

usually return the most useful and quality output for next 

contour and ellipse detection (as shown in Fig.4).  

Thresholding layers are blur again to increase roundness of 

shape on images to increase change of detection of contour 

and after that detection of ellipses from this contour. 

 

  
 

Fig. 4. Thresholding of red channel from fundus image. 
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D. Ellipse detection  

Ellipse contours and shapes is finding in all thresholds level 

by functions from OpenCV framework. Function for contour 

detection using algorithm described in this paper [13]. All 

detected ellipses are evaluated for shape and ellipses 

eccentricity value lower than 0.5 or greater than 1.5 are 

eliminated. This elimination is essential for elimination of 

false detection, because macula is circle shaped or ellipse with 

small eccentricity as shown in Fig. 5. All ellipses detected in 

each thresholding level are stored in buffer for consequence 

processing. 

 

 
 

Fig. 5. Detected ellipse from one thresholding level (fig. 4.) and displayed in 

original fundus image with marked center. 

 

E. Ellipse detection evaluation 

Next step in proposed technique for macula detection is 

evaluation of all detected ellipses and decision where macula 

is situated in fundus image. The algorithm 1 shows principle 

of this detection. First all detected ellipses (Fig. 7) are split 

into group with the same coordinates of centroid (center of 

ellipse) with some toleration. We have used toleration of 15 

pixels. The group with the biggest amount of detection is 

marked as group with possible macula location. The biggest 

ellipse in this group is marked as final detection and shape 

and centroid is drawn into original image (Fig. 5). 

 

 

foreach threshold level do 

 | apply blur filter; 

 | detect contours; 

 | detect ellipse; 

 | eliminate ellipses with wrong eccentricity; 

 | store in buffer; 

end 

for k = 0 to numbers of all detected ellipses do 

 | collect ellipse to group with similar centroid; 

end 

evaluate group with most ellipse detection; 

get coordinates of the biggest ellipse in group; 

get perimeter of the biggest ellipse in group; 

 

Algorithm 1: Evaluation of macula location 

 

 
 

Fig. 7. Grouping of detected ellipses by centroid – with radius evaluation 

±4 pixels. Blue pixel – initial centroid, green pixels – coordinates of 

centroids in radius, red pixels – centroids outside radius 

 

 
 

Fig. 8. All ellipses detected for all thresholding levels and displayed in 

original fundus image with marked center. 

IV. EXPERIMENTAL RESULTS 

To evaluate the performance of proposed algorithm, a 

dataset of 40 images are used. Evaluation is applied on 

DRIVE (Digital Retinal Images for Vessel Extraction) that is 

publically available. 40 images of size 565x584, each pixel 

having eight bits are included in DRIVE database [14]. 

 

 
 

Fig. 9. One of four picture removed from dataset due macula is not presented 

in this image. 

 

Four images were manually eliminated from this DRIVE 

dataset of 40 images, because macula is not visible on these 

images (can even not be seen by human eyes). This can be 

cause by some eye disease in advanced stage or wrongly 

focused of fundus image with optical disc in the middle as can 

be seen in Fig. 8.  In this picture there is also marked position, 

International Journal of Advances in Telecommunications, Electrotechnics, Signals and Systems Vol. 3, No. 1 (2014)

15



 

where macula is detected – it is false detection – because 

macula is not presented in image. The algorithm has to 

designate best detection in the image. 

Detection results are very promising. Overall results for 

whole DRIVE database are 90% of accurate detection macula 

in fundus image. Macula was detected in 36 fundus images 

out of 40. Macula was marked on random places in 4 images. 

The reason of this false detection macula was caused that 

macula was not visible at all on these 4 images also by human 

eye, thus algorithm marked place with the most false 

detection. This is the place for improvement of algorithm. 

 

 

 

 
a) 

 

 

 
           b) 

 

Fig. 10.  Nine examples of fundus images from DRIVE database  

   a) Original Fundus images 

b) Fundus images with marked detection of macula 

V. CONCLUSION 

We have presented technique for detection of macula 

position in fundus images. This technique is using multilevel 

thresholding, contour, and ellipse detection. Proposed method 

was very successful on test dataset from DRIVE database (40 

fundus images). Macula was successfully located on all 

images where was presented and we detected macula area 

with 90% effectivity (36 of 40). False detection were only in 

images where macula was not visible, thus area where most 

ellipses were detected, was marked as macula. However, this 

false detection can be avoided by suitable technique of fundus 

image collection or enhance of the algorithm by not 

displaying “weak” detection e.g. area with very small ellipse 

detection. 
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A Robust Pre-Filter and Power Loading Design for
Time Reversal UWB Systems over Time-Correlated

MIMO Channels
Sajjad Alizadeh, Hossein Khaleghi Bizaki and Reza Saadat

Abstract—Conventional Time Reversal (TR) technique suffers
from performance degradation in time varying Multiple-Input
Multiple-Output Ultra-Wideband (MIMO-UWB) systems due to
outdating Channel State Information (CSI) over time progres-
sions. That is, the outdated CSI degrades the TR performance
significantly in time varying channels. The correlation property
of time correlated channels can improve the TR performance
against other traditional TR designs. Based on this property, at
first, we propose a robust TR-MIMO-UWB system design for
a time-varying channel in which the CSI is updated only at
the beginning of each block of data where the CSI is assumed
to be known. As the channel varies over time, pre-processor
blindly pre-equalizes the channel during the next symbol time
by using the correlation property. Then, a novel recursive power
allocation strategy is derived over time-correlated time-varying
TR-MIMO-UWB channels. We show that the proposed power
loading technique, considerably improves the Bit Error Rate
(BER) performance of TR-MIMO-UWB system in imperfect
CSI with robust pre-filter. The proposed algorithms lead to a
cost-efficient CSI updating procedure for the TR optimization.
Simulation results are provided to confirm the new design
performance against traditional method.

Keywords—Time Reversal (TR) technique, MIMO channel,
Ultra-Wideband (UWB) system, Temporal Correlation, Imperfect
CSI, MMSE pre-equalizer.

I. INTRODUCTION

Ultra-wide band (UWB) communication systems have re-
cently received much interest from both research community
and industry [1]-[2]. However, due to the wide bandwidth
property, UWB systems suffer from a very long delay spread
of the multipath channels in indoor environments. Different
types of the receiver structure such as RAKE, Transmitted
Reference or the Decision Feedback Autocorrelation receivers
can be implied [3]-[5] in which each technique has different
complexities. To reduce the receiver complexity, non-coherent
scheme is developed to bypass the complicated treatments on
the UWB channel [6]-[7]. Accordingly, based on the idea of
moving the complexity from the receiver to the transmitter, the
Time Reversal (TR) preprocessing technique also referred to as
the full pre-RAKE combining, which is originated from under-
water acoustics and ultra sonic system [8], has been extended
to the UWB applications. As a result, the TR technique can
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be used to reduce the long delay spread of the UWB channel.
Multiple-Input Multiple-Output (MIMO) solution, employing
multiple antennas at the transmitter and receiver, is capable
of increasing the data transmission rate by the spatial multi-
plexing without expanding the bandwidth and power [9]. In
order to transmit parallel data streams simultaneously (spatial
multiplexing), the Multi-Stream Interference (MSI) of the
MIMO channel must be mitigated. The TR solution in the
MIMO-UWB systems can mitigate not only the Inter-Symbol
Interference (ISI) but also the MSI caused by transmitting
several data streams, simultaneously [10]. The main bottleneck
in the TR implementation is the necessity of the CSI at the
transmitter, because in the TR technique we use the time-
reversed version of the estimated CSI as pre-filter. In practice,
perfect CSI is not available in transmitter side due to the
channel estimation error in time varying channels. In spite
of TR’s good performance, it is very sensitive to erroneous
CSI due to imperfect channel estimation especially in time
varying channel. Recently, the TR-based UWB system and its
variations have been investigated in some literatures. We have
sorted them into two categories:

First category of the researches on the TR pre-coding
assumes that perfect CSI is given at the transmitter side [11]-
[15]. Authors of [11] proposed an antenna selection scheme
for the TR-MIMO-UWB communication system in a perfect
CSI case to reduce the number of transmit antenna. Also, a
Minimum Mean Square Error (MMSE) equalizer is used for
the TR-UWB system with perfect CSI in [12] to mitigate
the residual ISI and increase the transmission data rate. An
ultra-high data rate TR-MIMO-UWB system with space-time
pre-coding has been proposed in [13] based on the Zero-
Forcing (ZF) criterion in which the imperfect CSI has not
been considered. Similar solution has been provided in [14]
with the assumption of the spatial correlation among transmit
and receive antenna. Also, the impact of spatial correlation
on the TR-MIMO-UWB system has been investigated in [15]
where several data streams can be transmitted by using only
one antenna in a system named virtual TR-MIMO-UWB.
Unfortunately, these methods suffer from the effects of the
imperfect CSI in the transmitter, because the time variant
channels and imperfect CSI have not been taken into account
in these literatures.

Second category of the researches on the TR pre-coding
assumes that imperfect CSI is available at the transmitter side
[10], [16]-[22]. The effect of channel imperfection on the TR-
MIMO-UWB system performance has been evaluated in [10]
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for low and high data rate transmissions. Unfortunately, an
optimization scheme has not been provided in this literature to
overcome the effects of the channel imperfection. In [16]-[19],
we had provided the pre-filtering solutions for the channel
estimation error compensation in which the time variant chan-
nel is not considered. Especially, a power allocation scheme
was proposed in [18] to improve the robust pre-filtered TR-
MIMO-UWB systems in an imperfect CSI for the quasi-static
channels. On the other hand, the robustness of TR technique in
imperfect CSI caused by a time varying channel environment
has been studied in [20] by experimental results. It has been
shown that, if the channel maintains some partial correlation
with its previous ensembles, the TR method give a better
performance even if the total correlation of the channels is very
low. Authors of [20] gave to us an idea to develop our previous
works [18] (pre-filtering and power loading in the quasi-
static TR-MIMO-UWB systems) for the temporal correlated
time varying TR-MIMO channels in an imperfect CSI. Also,
a post-time-reversed MIMO-UWB transmission scheme has
been proposed in [21] which improves the TR robustness
against imperfect CSI caused by channel estimation error
when compared with the conventional TR scheme. Finally, an
analysis without any improvement solution has been provided
in [22] on the effect of the channel estimation error on the
performance of the TR-UWB systems.

As it is observed from previous literatures, all of them
assume the quasi-static channels in their analysis. In order to
increase the TR performance in time varying channels, the pre-
processors should be optimized approximately in some symbol
duration [23]. On the other hand, the generation of reliable
channel feedback in some short symbol time is complicated
in time-varying channel and can be led to high bandwidth
overhead. From practical implementation point of view, most
of the TRs have been designed assuming that the wireless
channel can be regarded as constant over a block of data.
In mobile applications where the channel is time-varying, the
assumption that the channel is constant over some periods only
holds approximately and will affects the TR performance that
are designed based on this assumption. Hence, a judicious
and innovative TR system design that takes the time-varying
nature of the channel into account is the key to solve the above
problems.

Based on mentioned researches on the TR pre-coding and
also, works of [18] and [23], we extend and unify the TR
concepts to time varying MIMO channels in an imperfect
CSI, which will allow us to improve mobile systems per-
formance, as well as to provide guidelines for future pre-
coder designs employing low feedback overhead. On the other
hand, a recursive power allocation strategy is proposed to
more improve the performance of the proposed robust TR-
MIMO-UWB system. According to authors best knowledge,
no research has been reported so far about time varying and
time correlated TR-MIMO-UWB systems. Therefore, it is
essential to analyze and improve the TR-MIMO-UWB systems
in mobile applications with imperfect CSI. Our current works
can be used for the mobile communication networks, such as
Ad Hoc networks and so on. The rest of the paper is organized
as follows; we introduce the system model in Section II.

A novel solution based on a MMSE criterion and a novel
recursive power allocation scheme are derived for TR-MIMO-
UWB system over time varying channels in Section III and IV,
respectively. Numerical and simulation results characterizing
the performance of the proposed methods are presented in
Section V, and finally, conclusions are drawn in Section VI.

II. SYSTEM DESCRIPTION IN TIME CORRELATED
CHANNELS

A TR-MIMO-UWB communication system includes a
transmitter equipped with antennas and a receiver equipped
with antennas is depicted in Fig. 1. Let us consider an impul-
sive (Impulse Radio) UWB (IR-UWB) system using Binary
Pulse Amplitude Modulation (BPAM) with pulse shaping
according to the Federal Communications Commission (FCC)
desired power spectral density [1]-[2]. The transmitted signal
for every input of the MIMO system is represented as,

x(t) =
√
Eb

+∞∑
k=−∞

dkp(t− kT ) (1)

where dk = {±1} is the binary transmit symbol, Eb is the
bit energy, p(t) is the desired pulse shape, and T denotes
the symbol duration. According to Fig. 1, at first, the input
signal is converted into Nr streams, pre-equalized with an
optimized MMSE pre-equalizer, pre-coded with TR pre-filter,
and then sent to Nr transmitting antennas, simultaneously. The
resultant signal passes through the multipath MIMO channel
and then, is corrupted by an Additive White Gaussian Noise
(AWGN). Thus, there are Nt×Nr multipath channel between
transmit and receive antennas. For simplicity of our analysis,
we use the tapped delay line (TDL) model with maximum
Lg taps [10]-[11]. If τd and T are the delay spread of the
channel and the symbol duration, respectively, then Lg

∼= τd
T .

In fact, we use a TDL model with equal tap spacing of T . Note
that in our application, τd ≫ T then we have a frequency-
selective model for each multipath channel between transmit
and receive antennas. Furthermore, because of using the very
short duration pulses, IR-UWB meets extremely resolvable
multipath components (MPC) leading to long delay spread
τd, in that, two multipath components (taps) with delays
τm and τn are resolvable if |τm − τn| ≥ T . We assume
|τm − τn| ≥ T . Also, the UWB channels are assumed to
be time correlated across blocks [23]. The TR pre-filter is
used in the spatial multiplexing UWB system in order to cope
with the ISI and MSI problems. Since the ultra-high data rate
UWB transmission usually requires extremely short symbol
time, thus ISI and MSI are very strong. These interferences,
especially MSI, are not absolutely eliminated by TR pre-filter
[13]. Therefore, to completely eliminate the residual ISI and
MSI, a MMSE pre-equalizer, i.e. FMMSE in Fig. 1, is needed
in transmitter as will be considered in Section 3. Both MMSE
pre-equalizer and TR pre-filter require the perfect CSI. The
CSI can be estimated using the training symbols. The training
pattern employed for channel estimation is similar to what
is considered in [24], in which at the beginning of every
block, the first Nt symbols are assigned as training sequence,
once in every Tf = NT seconds, where every block includes
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Fig. 1. TR-MIMO-UWB system model.

N symbols. As in [24], the MMSE channel estimation is
assumed in this paper. Then, the estimated CSI is fedback to
transmitter through the feedback channel. In practice, perfect
CSI is not available in the transmitter side due to non-ideal
channel estimator. Pre-processors (TR pre-filtering and MMSE
pre-equalizing) are influenced by the imperfect CSI effects.
Finally, the data stream is detected based on a simple integrate-
and-dump receiver with the sampling rate of 1

T .
The effect of channel estimation error in a time varying

channel can be considered as Ht = Ĥt+∆Ht where Ht, Ĥt

and ∆Ht are the true value, estimated value and estimation
error of the CIR at the time instant t, respectively. It is
assumed that the entries of ∆Ht are i.i.d. random variables
with zero mean complex Gaussian noise. The estimated value
Ĥt is converted to the TR pre-filter, as HTR,t, by the TR
convertor. This function will be exactly explained after some
following basic definitions in next paragraphs of this section.
The estimated CIR between ith transmit antenna and jth

receive antenna (i = 1, ..., Nt, j = 1, ..., Nr) at the time
instant t can be denoted as,

ĥij,t(t) =

Lg−1∑
l=0

α̂ij,t
l δ(t− τ̂ ij,tl ) (2)

where α̂l is the estimated fading coefficient of the lth multipath
components (MPC), τ̂l is the corresponding delay of the lth

tap and Lg is the number of resolvable MPCs. The discrete
time vector form of CIR in reversed order at the time instant
t is denoted as: ĥij,t = [ĥ

Lg−1
ij,t , · · · , ĥl

ij,t, · · · , ĥ0
ij,t]1×Lg

where ĥl
ij,t is the amplitude of the lth path for the channel

between ith transmit antenna and jth receive antenna at time
instant t. Also, the estimation error vector of the CIR is
defined as: ∆hij,t = [∆h

Lg−1
ij,t , · · · ,∆hl

ij,t, · · · ,∆h0
ij,t]1×Lg

where i = 1, ..., Nt , j = 1, ..., Nr and l = 0, ..., Lg − 1. The
probability distribution of the error coefficients are considered
as: ∆hl

ij,t ∼ CN(0, σ2
e) where σ2

e is the estimation error
variance. As in [10]-[11], the estimated CIR and estimation
error matrices of size in the time instant t, can be written as:

Ĥt =


ĥ11,t ĥ21,t · · · ĥNt1,t

ĥ12,t ĥ22,t · · · ĥNt2,t

...
...

...
...

ĥ1Nr,t ĥ2Nr,t · · · ĥNtNr,t



∆Ht =


∆h11,t ∆h21,t · · · ∆hNt1,t

∆h12,t ∆h22,t · · · ∆hNt2,t

...
...

...
...

∆h1Nr,t ∆h2Nr,t · · · ∆hNtNr,t


Note that the size of matrices Ĥt and ∆Ht is Nr × NtLg.
Also, C∆Ht = E{∆Ht∆HH

t } is the estimation error
covariance matrix and E{∆Ht} = 0 is assumed. For
simplicity of analysis, we assume that the estimation errors
of the different sub-channels are statistically independent,
that is, they have a common error variance σ2

e . Thus, we
have C∆Ht

= E{∆Ht∆HH
t } = σ2

eI where I is the identity
matrix. If the estimated CIR of all sub-channels, i.e. ĥij,t, are
known at the transmitter side, time reversed version of them
are used to TR pre-filter to pre-equalize the transmitted data.
Thus, we can construct the pre-filter matrix based on the
time reversed form of the estimated sub-channels by the TR
convertor which is a NtLg×Nr(2Lg−1) matrix in [10]-[11] as

HTR,t =


H11,t H12,t · · · H1Nr,t

H21,t H22,t · · · H2Nr,t

...
...

...
...

HNt1,t HNt2,t · · · HNtNr,t


where each sub-matrix Hij,t is an Lg × (2Lg − 1) Toeplitz
matrix defined by [10]-[11] as

Hij,t =
ĥ0
ij,t · · · ĥ

Lg−1
ij,t 0 · · · 0

0 ĥ0
ij,t · · · ĥ

Lg−1
ij,t 0 · · ·

...
...

. . . . . . 0

0 · · · 0 ĥ0
ij,t · · · ĥ

Lg−1
ij,t


In fact, for each sub-matrix Hij,t, we have
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Hij,t = Toeplitz(TR(ĥij,t)) where Toeplitz(.) and
TR(.) are the Toeplitz matrix maker and the time
reversed order of a vector, respectively. Therefore, the
TR pre-filter by the TR convertor can be written as
HTR,t = Toeplitz(TR(ĤH

t )) = F(ĤH
t ) where the TR

operation is applied on the vectors ĥij,t of the matrix ĤH
t .

Also, (.)H denotes the complex conjugate transpose of the
matrix Ĥt. The equivalent TR channel response matrix of
size Nr ×Nr(2Lg − 1) is given by

HtHTR,t =


h11,t h21,t · · · hNr1,t

h12,t h22,t · · · hNr2,t

...
...

...
...

h1Nr,t h2Nr,t · · · hNrNr,t


where each sub-channel hij,t is a 1 × (2Lg − 1) auto-
correlation (i = j) or cross-correlation (i ̸= j) vector.
The received symbols vector at the MIMO channel output
with MMSE pre-equalizer and TR pre-filter can be written
as x̂t = HtHTR,tFMMSE,txt + nt where xt, x̂t, and
nt are the transmitted symbols, the received symbols
and AWGN, respectively. The vector xt contains i.i.d.
random variables with zero mean E{xt} = 0 and variance
E{xtx

H
t } = σ2

xI with antipodal modulation. Also, we assume
nt ∼ CN(0, σ2

nI) where σ2
n = E{ntn

H
t }. Summarily, the

size of the input and output vectors or matrices of each block
of Fig. 1 can be presented as follows; the transmitted and
received symbol vectors x and x̂ as well noise vector n are of
size Nr×1. Also, the MMSE pre-coding matrix FMMSE and
the TR pre-filter matrix HTR are of size Nr(2Lg − 1) ×Nr

and NtLg × Nr(2Lg − 1), respectively. The true value H
and the estimated value Ĥ of the channel matrix are of size
Nr ×NtLg . Therefore, the total pre-coding HTRFMMSE is
a NtLg ×Nr matrix.

To analysis the TR-MIMO-UWB system in the time corre-
lated channels, we define Ĥt−τ as the estimated CIR matrix
at the time instant t − τ . In fact, Ĥt−τ corresponds to the
channel state τ seconds earlier than Ĥt. We assume that Ĥt

and Ĥt−τ are correlated realizations of the estimated channels.
Thus, given the outdated CSI, i.e. Ĥt−τ , we can characterize
the unknown current CSI, i.e. Ĥt, as introduced in [23],

Ĥt = ρĤt−τ + σh

√
1− ρ2Et = ρĤt−τ +∆E (3)

where σ2
h = E{∥ĥij,t∥2} is the variance of the channel co-

efficients. Note that the different sub-channels are statistically
independent assumed, that is, they have a common variance.
The entries of the matrix Et in (3) are assumed to be i.i.d.
zero-mean complex Gaussian random variables, i.e. Et ∼
CN(0, I). Also, the matrix ∆E is the CN(0, σ2

h(1 − ρ2)I)-
distributed uncertainty on the true estimated channel given
the outdated CSI, Ĥt−τ . The time correlation coefficient ρ
between the time instants t and t− τ is defined in [23] as,

ρ =
E{ĥij,tĥ

H
ij,t−τ}√

E{∥ĥij,t∥2}E{∥ĥij,t−τ∥2}
(4)

The similar discussion can be presented for the estimation

error matrix ∆Ht, i.e., we have,

∆Ht = ρ∆Ht−τ + σe

√
1− ρ2E′

t = ρ∆Ht−τ +∆E′ (5)

where E′
t ∼ CN(0, I) and ∆E′ ∼ CN(0, σ2

e(1 − ρ2)I).
Because the matrix HTR,t is a function of the matrix Ĥt as
HTR,t = F(ĤH

t ), it can be written as,

HTR,t = ρHTR,t−τ + σheq

√
1− ρ2Eteq

= ρ(Toeplitz(TR(ĤH
t−τ ))) +∆Eeq

(6)

where Eteq ∼ CN(0, I) and it is different from Et in (3)
and E′

t in (5), even though they have the same statistical
properties. Also, σ2

heq
is the variance of the TR channel coeffi-

cients and ∆Eeq ∼ CN(0, σ2
heq

(1−ρ2)I) . Finally, we define
the conventional TR as the time reversal based MIMO-UWB
system in an imperfect CSI without any optimizations. Also,
the proposed pre-filter optimization means the application of
the conventional TR (time reversal based MIMO-UWB system
in an imperfect CSI) with the MMSE optimized pre-filter.

III. ROBUST PRE-FILTER OPTIMIZATION

It is worthwhile to note that the interferences (ISI and MSI)
are not absolutely eliminated by TR pre-filter. Especially in
ultra-high data rate UWB transmission, we need to extremely
short symbol in which leads to strong ISI and MSI. On the
other hands, a TR pre-filter works in time domain to raise
the SNR, but simultaneously leads to a BER performance
floor caused by the ISI and MSI [13]. In this section, we
derive a MMSE pre-equalization solution in the presence of
the estimation error in time varying channels. The error vector
that is needed to be considered for the system illustrated in Fig.
1 should be the difference between the transmitted symbols
and the detected symbols, i.e.,

et = x̂t − xt

= ((Ĥt +∆Ht)HTR,tFMMSE,txt + nt)− xt

(7)

where the TR matrix HTR,t is constructed based on Ĥt as
presented in Section II. The MMSE solution should minimize
the cost function E{∥et∥2} = E{∥x̂t − xt∥2} with respect
to FMMSE,t. Therefore, the linear MMSE pre-equalizer can
be obtained by solving of (8). Calculation of the conditional
expectation, as required in (8), seems to be difficult. We con-
sider an approximately solution to solve it. To do this, we use
the correlation model presented in (3), (5) and (6). According
to [23], this model describes the time correlation coefficient
function of the estimated CSI between the time instants t− τ
and t as ρ = J0(2πfdτ) in which fd is the maximum Doppler
frequency. Also, J0(.) denotes the zero order Bessel function
and τ = kT ; k ≤ N where k denotes as number of symbol
and T is the data symbol duration. Knowledge of the Doppler
spread is assumed in the design of the above proposal filter.
Derivation of linear MMSE pre-equalization has been carried
out in [25], Appendix E and also, an imperfect CSI based
derivation has been provided in section 6.2.2 of [25]. Clearly,
at first we take the conditional expectation over ∆Ht, ∆E
and ∆Eeq similar to [23], because of using conditional CSI
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FMMSE,t = argminF̃MMSE,t
EĤt|Ĥt−τ

{EHTR,t|HTR,t−τ
{Ex,∆Ht{∥((Ĥt +∆Ht)HTR,tF̃MMSE,txt + nt)− xt∥2}}}

subject to EĤt|Ĥt−τ
{EHTR,t|HTR,t−τ

{Ex,∆Ht{∥F̃MMSE,txt∥2}}} = σ2
x

(8)

FMMSE,t = ρ2(Ĥt−τHTR,t−τ )
H {ρ4(Ĥt−τHTR,t−τ )(Ĥt−τHTR,t−τ )

H

+C∆Ht +C∆E +C∆Eeq +C∆E,∆Eeq + ( 1
SNR )I}−1

(9)

model as described in (3), (5) and (6) similar to Equation (2) of
[23], and then, substitute ρĤt−τ , ρHTR,t−τ and the mutually
covariance matrices C∆Ht , C∆E, C∆Eeq and C∆E,∆Eeq

as the channel imperfections in the Equation 6.24b of [25].
Accordingly, we get the MMSE solution as (9) in which
SNR =

σ2
x

σ2
n

and C∆Ht is the channel estimation error
covariance matrix as C∆Ht

= E∆Ht
{∆Ht∆HH

t } = σ2
eI

in which σ2
e is the common estimation error variance for

all of the sub-channels. Note that we assumed ∆E, ∆Ht

and also, ∆Eeq and ∆Ht are statistically independent. Also,
according to (6), Ĥt and HTR,t are statistically dependent.
The covariance matrices can be obtained as,

C∆E = E{∆E∆EH} = σ2
h(1− ρ2)I

C∆E′ = E{∆E′∆E′H} = σ2
e(1− ρ2)I

C∆Eeq = E{∆Eeq∆EH
eq} = σ2

heq
(1− ρ2)I

C∆E,∆Eeq = E{∆E∆EH
eq} = σhσheq (1− ρ2)I

(10)

With respect to (5), C∆Ht = ρ2C∆Ht−τ + C∆E′ in which
C∆Ht−τ = E∆Ht−τ {∆Ht−τ∆HH

t−τ} is the estimation error
covariance matrix at the time instant t− τ . If the perfect CSI
is available (ideal channel estimation), Equation (9) is referred
to as MMSE pre-filter optimization design in which C∆Ht

=
C∆E′ = 0.

IV. PROPOSED POWER ALLOCATION SCHEME

In transmission over sub-channels hij,t, it can happen that
we are faced with sub-channels that would require enormous
transmit power to achieve acceptable bit error rates, especially
in an imperfect CSI case. In this case it is beneficial, given the
fixed amount of transmit power available, not to aim for equal
error rates in all sub-channels, but perform an optimum power
loading by minimizing the average bit error rate [25]. Some
power allocation schemes are proposed in [26] to reduce the
delay spread of the channel impulse response in the TR-MISO-
UWB systems. Authors in [26] did not consider imperfect CSI
case and also ISI and MSI effects on system performance
in which their analysis is true for the ideal and quasi-static
channels. Therefore, based on previous findings such as [25]
and [27], we propose a new power loading scheme for TR-
MIMO-UWB systems by minimizing the average bit error rate
(BER) at the receiver in an imperfect CSI scenario and the time
varying channels. This novel approach is a development of
our previous power allocation work in the quasi-static MIMO
channels [18]. The received signal at the MIMO channel
output with TR pre-filtering and MMSE pre-equalizing in the

time instant t, according to Fig. 1 can be written as

yt = (Ĥt +∆Ht)HTR,tFMMSE,txt + nt (11)

where ∆Ht and nt are assumed mutually
independent and uncorrelated matrices. Also, xt =

1√
Nt

[x1,t, x2,t, ..., xNr,t]
T , yt = 1√

Nr
[y1,t, y2,t, ..., yNr,t]

T

and nt = [n1,t, n2,t, ..., nNr,t]
T are the Nr × 1 transmitted

symbols, received symbols and AWGN vectors, respectively.
The Nr(2Lg − 1) × Nr MMSE pre-equalizing matrix
FMMSE,t is given by (9). For simplicity of our analysis, we
define the Nr(2Lg − 1)× 1 MMSE pre-equalized transmitted
symbols vector x′

t as x′
t = FMMSE,txt. Then, the received

signal at jth receive antenna in the time instant t can be
expressed by (12). The first part of the received signal is the
desired data symbol. In this part, the equivalent channel is
the autocorrelation of channels. Also, vj,t and wj,t are the
interference from other symbols and the interference from the
channel estimation error in the time instant t, respectively.
In vj,t and wj,t parts, the equivalent channel is the cross-
correlation of channels. Therefore, the values of these terms
are less than the former (first part of the received signal).
Also, vj,t and wj,t terms in (12) appears as interference
which degrades the performance of TR-MIMO-UWB system,
especially in imperfect CSI. Some of this interference can be
reduced by a MMSE pre-equalizer, but, we try to maximize
the Signal to Interference plus Noise Ratio (SINR) more
than ever by a power allocation scheme. If we define the
conditional expectations as,

Eĥij,t|ĥij,t−τ
{EHij,t|Hij,t−τ

{.}} = Econ{.}
E∆hij,t|∆hij,t−τ

{EHik,t|Hik,t−τ
{.}} = Econ−error{.}

(13)
Then, the SINR at the jth receive antenna in the time instant
t is given by (14) in which ∥.∥F denotes the Frobenius norm.
By applying the above conditional expectations and using the
approximate solution exploited for calculation of (9), also
according to (3), (5) and (6), the SINR at the jth receive
antenna in the time instant t can be calculated as (15). If we
define Rij,t−τ := ĥij,t−τHij,t−τ as auto-correlation vector of
the channel vector ĥij,t−τ and, Cik,t−τ :=k ̸=j ĥij,t−τHik,t−τ

as cross-correlation vector of ĥij,t−τ with other sub-channels
then, the SINR at the jth receive antenna is expressed as (16)
in which the estimation errors of the different sub-channels are
assumed to be mutually independent, i.e., ∆hij,t ⨿ ∆hmn,t

where ⨿ is standing for mutual independence. Performance of
the TR-MIMO-UWB system depends on transceiver structure
and the received signal properties, e.g., its probability density
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yj,t =

Nt∑
i=1

ĥij,tHij,tx
′
j,t︸ ︷︷ ︸

Signal

+

Nt∑
i=1

Nr∑
k=1,k ̸=j

ĥij,tHik,tx
′
k,t︸ ︷︷ ︸

vj,t

+

Nt∑
i=1

Nr∑
k=1

∆hij,tHik,tx
′
k,t︸ ︷︷ ︸

wj,t︸ ︷︷ ︸
Interference

+ nj,t︸︷︷︸
Noise

(12)

SINRj,t =
Econ{∥

∑Nt

i=1 ĥij,tHij,t∥2F }
Econ{∥

∑Nt

i=1

∑Nr

k=1,k ̸=j ĥij,tHik,t∥2F }+ Econ−error{∥
∑Nt

i=1

∑Nr

k=1 ∆hij,tHik,t∥2F }+ E{∥nj,t∥2F }
(14)

SINRj,t =
ρ4
(
∥
∑Nt

i=1 ĥij,t−τHij,t−τ∥2F
)
+ σ2

hσ
2
heq

(1− ρ2)2

ρ4
(
∥
∑Nt

i=1

∑Nr

k=1,k ̸=j ĥij,t−τHik,t−τ∥2F + ∥
∑Nt

i=1

∑Nr

k=1 ∆hij,t−τHik,t−τ∥2F
)
+ σ2

heq
(1− ρ2)2(σ2

h + σ2
e) + σ2

n

(15)

SINRj,t =
ρ4
(∑Nt

i=1

∑2L−2
l=0 |Rij,t−τ (l)|2

)
+ σ2

hσ
2
heq

(1− ρ2)2

ρ4
(∑Nt

i=1

∑Nr

k=1,k ̸=j

∑2L−2
l=0 |Cik,t−τ (l)|2 + Lσ2

e

∑Nt

i=1

∑Nr

k=1

∑L−1
l=0 |ĥik,t−τ (l)|2

)
+ σ2

heq
(1− ρ2)2(σ2

h + σ2
e) + σ2

n

(16)

function (PDF). For Lgts ≥ 5nsec where ts is the time
resolution of the channel, the average numbers of paths is
high, so using central limit theorem, the sum of a large number
of independent, zero-mean random variables form a Gaussian
PDF for the path gain [28]-[29]. But for Lgts < 5nsec, path
gain PDF is not Gaussian and as the Lgts increases, the non-
Gaussian shape tends more to Gaussian, and the densities
become more bell shaped [29]. According to the above dis-
cussion, the average BER of the TR-MIMO-UWB system at
the jth receive antenna, assuming BPAM modulation, can be
derived approximately from Eq. (16) as [27-29],

BERj,t ≈
1

Nt

Nt∑
i=1

Q
(√

2SINRj,tpi,j

)
(17)

where pi,j , PT,j =
∑Nt

i=1 pi,j and Q(.) are the transmit power
assigned to ith transmit antenna, the total transmitted available
power for the jth receive antenna and the Marcum Q-function,
respectively. Q(x) is defined as,

Q(x) =
1√
2π

∫ +∞

x

exp(
−t2

2
)dt (18)

For simplicity of our analysis we assume σ2
x = 1, so that

PT,j = Nt. The optimum power allocation vector Pj =
[p1,j , · · · , pNt,j ]

T that minimizes the average BER at the jth

receive antenna, when an imperfect CSI is presented, can be
obtained by introducing the Lagrange function as [25],

LG =
1

Nt

Nt∑
i=1

Q
(√

2SINRj,tpi,j

)
− λ

(
Nt −

Nt∑
i=1

pi,j

)
(19)

With partial derivative we obtain,

∂LG

∂pi,j
=

−1

2Nt
√
π

√
SINRj,t

pi,j
exp(−SINRj,tpi,j) + λ (20)

Solving ∂LG

∂pi,j
= 0 for pi,j , we can allocate the power to each

transmit antenna in a manner that,(
1

SINRj,t

)
pi,jexp(SINRj,tpi,j) =

1

4N2
t λ

2π
(21)

and finally,

pi,j(λ) =

(
1

SINRj,t

)
W

(
(SINRj,t)

2 1

4N2
t λ

2π

)
(22)

where W (.) is the real valued Lambert’s W-function defined
as the inverse of the function f(x) = xexp(x) for x ≥ 0, i.e.,
W (x) = a ⇔ aexp(a) = x [30]. Since the W (x) function
is real and concave, the unique solution for power allocation
vector to minimize the average BER at the jth receive antenna
can be found by the following simple iterative procedure [31].
1. Choose a positive λ, which fulfils,

(SINRj,t)

(
1

4N2
t λ

2π

)
≤ PT,j (23)

2. Calculate,

P̂T,j =

(
1

SINRj,t

)
W

(
(SINRj,t)

2 1

4N2
t λ

2π

)
(24)

3. If P̂T,j is not yet sufficiently close to PT,j then multiply λ

by PT,j

P̂T,j
and go back to step (2).

4. Compute Pj = [p1,j , · · · , pNt,j ]
T according to (22).

Note that since W (x) for x > −1
e is a monotonic function then

according to (22) the highest powers (max pi,j) are assigned
to the weakest signals so the SINR values approximately stay
constant for all sub-channels. The above algorithm should be
iterated for all of Nr receive antenna and then, we achieve
the total optimized power allocation vector as P =

∑Nr

j=1 Pj .
Note that the total available power for data transmission is
PT = 1

Nr

∑Nr

j=1 PT,j .
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V. SIMULATION RESULTS AND DISCUSSION

To evaluate the performance of the proposed solutions
for the TR-MIMO-UWB system, Monte Carlo simulations
are conducted in this section. As in [11], the second-order
derivative of Gaussian pulse has been used as the transmitted
pulse p(t), which is mathematically defined as,

p(t) =

(
1− 4π

(
t− tc
Tp

)2
)
exp

(
−2π

(
t− tc
Tp

)2
)

(25)

where Tp is a parameter corresponding to pulse width, and tc
is a time shifting of the pulse. In the following simulations,
we consider Tp = 5nsec, and tc = 2.5nsec. Also, one pulse
per symbol is assumed, i.e., symbol duration T is assumed
5nsec where is equal to transmission rate of 200Mbps and
also, sampling time tc = 0.167nsec is considered. We as-
sume that the signal is transmitted over UWB channel. As
in [11], we use the IEEE 802.15.3a CM4 channel model
[32]-[33] as a worst case for each channel realization in
simulations. Although the channel model CM4 is designed
for Single-Input Single-Output (SISO) scenario, the extension
to a MIMO configuration is achieved by assuming that the
MIMO channel parameters are independent and identically
distributed realizations from the same statistical model. We
further consider the case of a 2× 2 TR-MIMO-UWB system
set-up with BPAM modulated data streams. In our simulations,
we use the normalized Doppler frequency fdT = 0.001,
fdT = 0.005 and fdT = 0.01. Also, the channel estimation
error variance σ2

e = 0.1 is assumed. At first, it is necessary
that we clarify some phrases mentioned in some simulation
results. Phrase ”Perfect CSI” means the conventional TR-
MIMO-UWB system in perfect CSI. Clearly, this scenario
does not need to the optimization schemes. We provide a
benchmark curve according to [11]. Phrase ”Conventional TR-
MIMO-UWB” means the time reversal based MIMO-UWB
system in an imperfect CSI without any optimization. Also,
”proposed MMSE TR-MIMO-UWB” means the application of
the conventional TR (time reversal based MIMO-UWB system
in an imperfect CSI) with the MMSE optimized pre-filter.
Phrase ”Proposed with loading” means the application of the
proposed MMSE TR-MIMO-UWB with the power allocation
scheme. Finally, ”Proposed without loading” is referred to the
proposed MMSE TR-MIMO-UWB.
To optimize the TR-MIMO-UWB system performance of
Fig. 1 and to mitigate the imperfect CSI effects, we use
the proposed robust MMSE solution mentioned in Section
3. Figs. 2 and 3 plot the average BER performances of the
2 × 2 TR-MIMO-UWB system with proposed optimization
for N=5, 10, respectively. Clearly, it can be seen from Figs.
2 and 3 that, our robust MMSE solution exhibits a lower
average BER performance when compared to the conventional
TR-MIMO-UWB system design. More specifically, from the
figures, it can be observed that the proposed method have more
advantage for shorter N where the channel time correlation is
noticeable, in that, as N increases, the correlation coefficient
ρ = J0(2πfdτ) = J0(2πfdNT ) decreases and so, the
optimized solutions performance is diminished.
Figs. 4 and 5 plot the average BER performances of the

2 × 2 TR-MIMO-UWB system with proposed optimization
for fdT = 0.001 and fdT = 0.005, respectively. As it can be
observed from Figs. 4 and 5 that, for lower normalized Doppler
frequency, our proposed method has good performance over all
values of N while in the higher normalized Doppler frequency,
the performance is noticeable for shorter Ns where the channel
time correlation is noticeable.
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Fig. 2. BER performance of the 2×2 TR-MIMO-UWB system with
proposed MMSE optimization for N = 5, σ2

e = 0.1 and different
Doppler values.
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Fig. 3. BER performance of the 2×2 TR-MIMO-UWB system with
proposed MMSE optimization for N = 10, σ2

e = 0.1 and different
Doppler values.

In addition to the MMSE robust optimization scheme, we use
the proposed power loading solution mentioned in Section IV
to improve the TR-MIMO-UWB system performance more
than ever. In Figs. 6-9, we can observe the performance of the
proposed power loading for the MMSE robust optimization.
As can be seen from these figures, the performance of power
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loading is noticeable, especially for high SNR values. Such
as, according to Figs. 6-7, for fdT = 0.001, the power load-
ing scheme substantially outperforms the robust optimization
method about 2dB SNR in Fig. 6 and 4dB SNR in Fig. 7
both at the average BER=10−3. Also, according to Figs. 8-9,
the power loading scheme can be used to increase the TR-
MIMO-UWB system performance, considerably. Furthermore,
the system performance is mitigated as N increases. Therefore,
our proposed method significantly depends on the values of
N or the time-correlation coefficient ρ.
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Fig. 4. BER performance of the 2 × 2 TR-MIMO-UWB system
with proposed MMSE optimization for fdT = 0.001, σ2

e = 0.1 and
different N values.
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Fig. 5. BER performance of the 2 × 2 TR-MIMO-UWB system
with proposed MMSE optimization for fdT = 0.005, σ2

e = 0.1 and
different N values.

As we observed from the simulation results, we will con-
front the weak performance of our methods as the speed
of the user or vehicle increases, in that by increasing fd,
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Fig. 6. BER performance of the 2 × 2 TR-MIMO-UWB system
with proposed MMSE optimization and power loading for N = 5,
σ2
e = 0.1 and different Doppler values.
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Fig. 7. BER performance of the 2 × 2 TR-MIMO-UWB system
with proposed MMSE optimization and power loading for N = 10,
σ2
e = 0.1 and different Doppler values.

the correlation coefficient decreases (it depends by zero-order
Bessel function) and so, SINR decreases. As a result, the
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Fig. 8. BER performance of the 2×2 TR-MIMO-UWB system with
proposed MMSE optimization and power loading for fdT = 0.001,
σ2
e = 0.1 and different N values.
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Fig. 9. BER performance of the 2×2 TR-MIMO-UWB system with
proposed MMSE optimization and power loading for fdT = 0.005,
σ2
e = 0.1 and different N values.

BER increases. Similar discussions can be presented for N .
Therefore, the best performance of our solutions is in lower
speed of user or lower N values.

VI. CONCLUSIONS

A robust MMSE TR-MIMO-UWB system design that ex-
ploits the knowledge of the conditional channel distribution,
given the available outdated CSI in τ second ago was proposed
in this paper. In proposal solution, once the channel estimation
error covariance matrix C∆Ht , outdated CSI and the time
correlation coefficient ρ is transmitted from the receiver to

the transmitter in the beginning of a data block and then,
they are used during that block. This solution mitigates the
feedback overhead in time varying channel significantly than
traditional method in which we used to feedback the CSI
during a data block. We have also shown that our robust
approach outperforms the traditional design in terms of BER
plots in time varying scenario, especially for high SNR and
shorter data block length where the time correlation of the
channel is noticeable. Then, the power loading strategy was
proposed for the imperfect CSI in the robust optimized MMSE
TR-MIMO-UWB system. It was observed that it brought a
performance gain in the 2× 2 TR-MIMO-UWB system in an
imperfect CSI scenario and the robust optimized system.
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Blind Identification and Equalization of MC-CDMA
Systems Using Higher Order Cumulants

Mohammed ZIDANE, Said SAFI, Mohamed SABRI, Ahmed BOUMEZZOUGH, and Miloud FRIKEL

Abstract—In this work we propose an algorithm based on
fourth order cumulants for identification of the linear system (Fi-
nite Impulse Response (FIR)) with Non Minimum Phase (NMP)
excited by non-Gaussian sequences, independent identically dis-
tributed (i.i.d). In order to test its efficiency, we have compared
with the Safi et al. algorithm, for that we considered three
practical frequency-selective fading channel, called Broadband
Radio Access Network (BRAN A, BRAN B, and BRAN D),
normalized for MC−CDMA systems. In the part of MC−CDMA,
we use the zero forcing (ZF) and the minimum mean square error
(MMSE) equalizers to perform our algorithms. The simulation
results show that the bit error rate (BER) performances of
the downlink MC−CDMA systems, using proposed algorithm
(AlgoZ) is more accurate compared with the results obtained
with the Safi et al. (Alg−CUM) algorithm.

Keywords—NMP channel, Blind System Identification and
Equalization, Higher Order Statistics, MC−CDMA systems.

I. INTRODUCTION

In this work, identification of a finite impulse response
(FIR) linear system driven by a non gaussian in noisy
environment is considered. When the process is Gaussian,
the autocorrelation sequence of the observed process is used
to identify the system, but the autocorrelation sequence
is insensitive to the phase characteristics of the system,
and a non minimum phase system cannot be identified
correctly using the autocorrelation sequence [1]. Further, the
autocorrelation sequence fails to provide a complete statistical
description for a non Gaussian process [2], it was shown that
consistent estimates of the parameters of any FIR system
can be obtained by using higher order statistics or cumulants
of the observed process [2],[3]. This is because the higher
order cumulants preserve the phase characteristics, unlike the
autocorrelation sequence.
Many algorithms exist, in the literature for the identification
of the non-minimum phase FIR system using higher order
cumulants [2],[4],[8],[9],[10].
In this paper, we have, principally, focussed in channels
impulse response estimation with non minimum phase and
selective frequency such as: BRAN A, BRAN B, and BRAN
D normalized for MC-CDMA systems. In most wireless
environments, there are many obstacles in the channels, such
as buildings, mountains and walls between the transmitter
and the receiver. Reections from these obstacles cause many
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M. SABRI, A. BOUMEZZOUGH are with Department of Physics, Faculty
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different propagation paths. The problem encountered in
communication is the synchronization between the transmitter
and the receiver, due to the echoes and reection between the
transmitter and the receiver. To solve the problem of phase
estimation we will use, the Higher order cumulants (HOC) to
test whats the robustness of those techniques if the channel
is affected by a gaussian noise.
In this paper, we propose an algorithm based, only, on
fourth order cumulants. In order to test its efciency, we
have compared with the Safi et al. algorithm [2], for that
we considered three practical frequency-selective fading
channel, called Broadband Radio Access Network (BRAN
A, BRAN B, and BRAN D), normalized by the European
Telecommunications Standards Institute (ETSI) in [12] and
[13]. The simulation results show that the bit error rate
(BER) performances of the downlink MC-CDMA systems
(transmission from the base station to the mobile systems),
using proposed algorithm (AlgoZ) is more accurate compared
with the results obtained with the Safi et al (Alg−CUM)
algorithm.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Model and assumptions

We consider the single-input single-output (SISO) model
(figure 1) of the Finite Impulse Response (FIR) system de-
scribed by the following relationships:
Noise free case :

y(k) =

q∑
i=1

x(i)h(k − i) (1)

With noise :
r(k) = y(k) + n(k) (2)

Where x(i) is the input sequence, is the impulse response
coefficients, q is the order of FIR system, is r(k) the mesured
output of system and n(k) is the noise sequence.
In order to simplify the construction of the algorithm we

x(k) r(k)

n(k) 

BRAN Channel 

(NMP) 

y(k)

Fig. 1. Channel model

assume that: The input sequence, x(k) , is independent and
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identically distributed (i.i.d) zero mean, and non-Gaussian.
The system is causal and truncated, i.e. h(k) = 0 for i < 0
and i > q , where h(0) = 1. The system order q is known.
The measurement noise sequence n(k) is assumed zero
mean, i.i.d, Gaussian and independent of x(k) with unknown
variance.

B. Basic relationships

In this section, we present the general fundamental relations
which permit to identify the FIR linear systems using Higher
Order Cumulants (HOC).

The mth order cumulants of the y(n) can be expressed as
a function of impulse response coefficients h(i) as follows
[2],[4],[7],[9],[10]:

Cmy(t1, t2, ..., tm−1) = ξmx

q∑
i=0

h(i)h(i+ t1)...h(i+ tm−1).

(3)
Where ξmx represents the mth order cumulants of the excita-
tion signal x(i) at origin.
If m = 2 into Eq. (3) we obtain the second order cumulant
(AutoCorrelation Function (ACF)):

C2y(t) = ξ2x

q∑
i=0

h(i)h(i+ t) (4)

For m = 4, Eq. (3) becomes:

C4y(t1, t2, t3) = ξ4x

q∑
i=0

h(i)h(i+ t1)h(i+ t2)h(i+ t3). (5)

The Fourier transforms of the 2nd and 4rd order cumulants
are given respectively by the following equations [6],[11]:

S2y(ω) = TF{C2y(t)} = ξ2x
q∑

i=0

+∞∑
t=−∞

h(i)h(i+ t) exp (−jωt)

= ξ2xH(−ω)H(ω)
(6)

With

H(ω) =
+∞∑
i=0

h(i) exp (−jωt) (7)

S4y(ω1, ω2, ω3) = TF{C4y(t1, t2, t3)}
= ξ4xH(−ω1 − ω2 − ω3)H(ω1)H(ω2)H(ω3)

(8)

So, if we take ω = ω1 + ω2 + ω3, the equation (8) becomes:

S2y(ω1+ω2+ω3) = ξ2xH(−ω1−ω2−ω3)H(ω1+ω2+ω3)
(9)

Then, from the Eqs, (8) and (9) we construct a relationship
between the spectrum, the bispectrum and the parameters of
the output system:

S4y(ω1, ω2, ω3)H(ω1+ω2+ω3) = µH(ω1)H(ω2)H(ω3)S2y(ω1+ω2+ω3)
(10)

With
µ = ξ4x

ξ2x
The inverse Fourier transform of the Eq. (10) is:
q∑

i=0

C4y(t1−i, t2−i, t3−i)h(i) = µ

q∑
i=0

h(i)h(t2−t1+i)h(t3−t1+i)C2y(t1−i).

(11)
Based on the relationship (11) we can develop the following

algorithm based on the Higher Order Statistics (HOC).

III. PROPOSED ALGORITHM: ALGOZ

if we take t1 = t2 into Eq. (11) we obtain:

q∑
i=0

C4y(t1−i, t1−i, t3−i)h(i) = µ

q∑
i=0

h(i)h(i)h(t3−t1+i)C2y(t1−i).

(12)
If we use the ACF property of the stationary process such as
C2y(t) ̸= 0 only for −q ≤ t ≤ q and vanishes elsewhere if we
suppose that t1 = −q the Eq. (11) becomes:

q∑
i=0

C4y(−q−i,−q−i, t3−i)h(i) = µh2(0)h(t3+q)C2y(−q)

(13)
If we suppose that the system is causal and truncated (i.e.
h(i) = 0 for i < 0 and i > q), the choice of t3 imposes that
t3 ≥ −q. So, this implies 0 ≤ t3 + q ≤ q. For this reason, we
have t3 = −q,−q + 1, , 0.
Else if we take t1 = t3 = −q into the Eq. (12), we obtain the
following equation:
q∑

i=0

C4y(−q−i,−q−i,−q−i)h(i) = µ

q∑
i=0

h(i)h(i)h(i)C2y(−q−i).

(14)
According to the ACF property the relation (14) becomes:

C4y(−q,−q,−q)h(0) = µh3(0)C2y(−q) (15)

With h(0) = 1 we obtain:

C4y(−q,−q,−q) = µC2y(−q) (16)

So, we based on Eq. (16) for eliminating C2y(−q) in Eq. (13),
we obtain the equation constituted of only the fourth order
cumulants:

q∑
i=0

C4y(−q−i,−q−i, t3−i)h(i) = h(t3+q)C4y(−q,−q,−q)

(17)
Where t3 = −q,−q + 1, ..., 0. The system of Eq. (17) can be
written under the matrix form as follows:
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
C4y(−q − 1,−q − 1,−q − 1) ... C4y(−2q,−2q,−2q)
C4y(−q − 1,−q − 1,−q)− α ... C4y(−2q,−2q,−2q + 1)

. . .

. . .

. . .
C4y(−q − 1,−q − 1,−1) ... C4y(−2q,−2q,−q)− α



×



h(1)
.
.
.

h(i)
.
.
.

h(q)


=



0
−C4y(−q,−q,−q + 1)

.

.

.

.

.
−C4y(−q,−q, 0)


(18)

Where
α = C4y(−q,−q,−q)
Or in more compact form, the Eq. (18) can be written as
follows:

Mhe = d (19)

With M the matrix of size (q + 1, q) elements, h a column
vector of size (q, 1) and d is a column vector of size (q+1, 1).
The Least Square (LS) solution of the system of equation (19)
is given by:

ĥe = (MTM)−1MT d (20)

IV. SAFI ET AL ALGORITHM: ALG-CUM [2]

Safi et al.[2] demonstrates that the coefficients h(j)for an
FIR system can be obtained by the relationship, based on three
order cumulants following:

q∑
i=0

C3y(−q − i, t2 − i)h(i) = C3y(−q,−q)h(t2 + q) (21)

With t2 = −q, ..., 0 The system of Eq. (20) can be written
under the matrix form as follows:

C3y(−q − 1,−q − 1) ... C3y(−2q,−2q)
C3y(−q − 1,−q)− α ... C3y(−2q,−2q + 1)

. . .

. . .

. . .
C3y(−q − 1,−1) ... C3y(−2q,−q)− α



×



h(1)
.
.
.

h(i)
.
.
.

h(q)


=



0
−C3y(−q,−q + 1)

.

.

.

.

.
−C3y(−q, 0)


(22)

Where
α = C3y(−q,−q)
The Eq. (22) can be written as follows:

Mhe = d (23)

Where M is the matrix of size (q+1)× (q) elements, he is a
column vector constituted by the unknown impulse response
parameters h(k) = k = 0, ..., q and d is a column vector of

size (q + 1) as indicated in the Eq. (23).

The least squares (LS) solution of the system of Eq. (23),
will be written under the following form

ĥe = (MTM)−1MT d (24)

V. APPLICATION: IDENTIFICATION AND EQUALIZATION OF
MC-CDMA SYSTEM

The MC−CDMA modulator spreads the data of each user
in frequency domain, the complex symbol aj of each user j is,
firstly, multiplied by each chips c(j, k) of spreading code, and
then applied to the modulator of multicarriers. Each subcarrier
transmits an element of information multiplied by a code chip
of that subcarrier. In figure 2 we have represented the principle
of MC−CDMA modulator:

Fig. 2. Principle of MC−CDMA modulator the symbol aj of each user j

A. MC−CDMA Transmitter

Figure 3 explains the principle of the transmitter for down-
link MC−CDMA systems. The MC−CDMA signal is given
by

x(t) =
ai√
Np

Nu−1∑
q=0

Np−1∑
k=0

ci,ke
2jfkt (25)

Where fk = f0 +
k
Tc

, Nu is the user number and Np is the
number of subcarriers.
The optimum space between two adjacent subcarriers is equal
to inverse of duration Tc of chip of spreading code in order
to guarantee the orthogonality between subcarriers.

We assumed that the channel is time invariant and its
impulse response is characterized by P paths of magnitudes βp

and phases θp. the impulse response is given by the following
equation

h(τ) =

P−1∑
p=0

βpe
θpδ(τ − τp) (26)
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Fig. 3. The transmitter for downlink MC-CDMA systems

The relationship between the emitted signal x(t) and the
received signal r(t) is given by:

r(t) =
+∞∫
−∞

P−1∑
p=0

βpe
θpδ(τ − τp)x(t− τ)dτ + n(t)

=
P−1∑
p=0

βpe
θpx(t− τp) + n(t)

(27)

Where n(t) is an additive white Gaussian noise (AWGN).

B. MC−CDMA Receiver

The downlink received MC−CDMA signal at the input
receiver is given by the following equation

In Figure 4 we represent the receiver for downlink MC-
CDMA systems.

Fig. 4. The receiver for downlink MC-CDMA systems

r(t) = 1√
Np

P−1∑
p=0

Np−1∑
k=0

Nu−1∑
i=0

×

×Re
{
βpe

jθaici,ke
2jπ(f0+k/Tc)(t−τp)

}
+ n(t)

(28)

At the reception, we demodulate the signal according the Np

subcarriers, and then we multiply the received sequence by
the code of the user. After the equalization and the spreading
operation, the estimation âi of the emitted user symbol ai, of
the ith user can be written by the following equation

âi =

Nu−1∑
q=0

Np−1∑
k=0

ci,k(gkhkcq,kaq + gknk)

=

Np−1∑
k=0

c2i,k(gkhkai)︸ ︷︷ ︸
I (i=q)

+

Nu−1∑
q=0

Np−1∑
k=0

ci,kcq,kgkhkaq︸ ︷︷ ︸
II (i̸=q)

+

Np−1∑
k=0

ci,k(gknk)︸ ︷︷ ︸
III

(29)

C. Equalization for MC−CDMA

1) Zero forcing (ZF): The principle of the ZF, is to com-
pletely cancel the distortions brought by the channel. The gain
factor of the ZF equalizer,is given by the equation

gk =
1

|hk|
(30)

By that manner, each symbol is multiplied by a unit
magnitude. So, the estimated received symbol, âi of symbol
ai of the user i is described by:

âi =

Np−1∑
k=0

c2i,kai︸ ︷︷ ︸
I (i=q)

+

Nu−1∑
q=0

Np−1∑
k=0

ci,kcq,kaq︸ ︷︷ ︸
II (i̸=q)

+

Np−1∑
k=0

ci,k
1

hk
nk︸ ︷︷ ︸

III

(31)
If we suppose that the spreading code are orthogonal, i.e.,

Np−1∑
k=0

ci,kcq,k = 0 ∀i ̸= q (32)

Eq. (31) will become

âi =

Np−1∑
k=0

c2i,kai +

Np−1∑
k=0

ci,k
1

hk
nk (33)

2) Minimum Mean Square Error, (MMSE): The MMSE
techniques minimize the mean square error for each subcarrier
k between the transmitted signal xk and the output detection

E[|ε|2] = E[|xk − gkrk|2] (34)

The minimization of the function E[|ε|2], gives us the optimal
equalizer coefficient, under the minimization of the mean
square error criterion, of each subcarrier as

gk =
h∗
k

|hk|2 + 1
ζk

(35)
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Where ζk = E[|rkhk|2]
E[|nk|2]

The estimated received symbol, âi of symbol ai of the user i
is described by

âi =

Np−1∑
k=0

c2i,k
|hk|2

|hk|2 + 1
ζk

ai︸ ︷︷ ︸
I (i=q)

+

Nu−1∑
q=0

Np−1∑
k=0

ci,kcq,k
|hk|2

|hk|2 + 1
ζk

aq︸ ︷︷ ︸
II (i̸=q)

+

Np−1∑
k=0

ci,k
h∗
k

|hk|2 + 1
ζk

nk︸ ︷︷ ︸
III

(36)

The same, if we suppose that the spreading code are
orthogonal, i.e.,

Np−1∑
k=0

ci,kcq,k = 0 ∀i ̸= q (37)

Eq.(36) will become

âi =
Np−1∑
k=0

c2i,k
|hk|2

|hk|2+ 1
ζk

ai +
Np−1∑
k=0

ci,k
h∗
k

|hk|2+ 1
ζk

nk (38)

VI. SIMULATION RESULTS

In order to evaluate the performance of the proposed al-
gorithm, we consider the BRAN A, BRAN B and BRAN
D model representing the fading radio channels, the data
corresponding to this model are measured for multicarrier
code division multiple access (MC−CDMA) systems. The
following equation describes the impulse response h(k) of
BRAN radio channel.

h(k) =

NT∑
i=0

Aiδ(k − τi) (39)

Where δ(k) is Dirac function, hi the magnitude of the targets
i, NT = 18 the number of target and τi is the time delay
(from the origin) of target i.
In order to estimates the parameters constituting the BRAN
channels impulse response with maximum information,
because the BRAN channels is constituted by NT = 18
parameters and seeing that the latest parameters are very
small, we have taking the following procedure:

• We decompose the BRAN channel impulse response
into four sub-channel as follow:

h(k) =
3∑

j=1

hj(k) (40)

• We estimate the parameters of each sub-channel
independently, using the proposed algorithm.

• We add all sub channel parameters, to construct the full
BRAN C channel impulse response.

A. Bran A radio channel
In Table 1 we have summarized the values corresponding

the BRAN A radio channel impulse response [14].
Delay τi[ns] Mag.Ai[dB] Delay τi[ns] Mag.Ai[dB]

0 0 90 −7.8
10 −0.9 110 −4.7
20 −1.7 140 −7.3
30 −2.6 170 −9.9
40 −3.5 200 −12.5
50 −4.3 240 −13.7
60 −5.2 290 −18
70 −6.1 340 −22.4
80 −6.9 390 −26.7

Table 1: Delay and magnitudes of 18 targets of BRAN A
channel
In Figure 5 we represent the estimation of the impulse
response of BRAN A channel using the proposed and safi et
al. algorithms in the case of SNR = 20 dB and data length N
= 4096.
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Fig. 5. Estimated of the BRAN A channel impulse response, for an SNR =
20 dB and a data length N=4096.

From Figure 5, we can conclude that the estimated BRAN
A channel impulse response, using the proposed algorithm
(AlgoZ), is very closed to the true one, for data length
N = 4096 and SNR = 20dB. If we observe the estimated
values of BRAN A impulse response, using the Safi et al.
algorithm (Alg−CUM) shown in Figure 5, we remark, the
same results given by the proposed method.
In the following figure (fig. 6) we have represented the
estimated magnitude and phase of the impulse response BRAN
A using all target, for an data length N = 4096 and
SNR = 20dB, obtained using proposed algorithm (AlgoZ),
compared with the safi et al. algorithm (Alg−CUM).
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Fig. 6. Estimated of the BRAN A channel impulse response using all target,
for an SNR = 20dB and a data length N=4096

B. Bran B radio channel

In Table 2 we have represented the values corresponding
to the BRAN B radio channel impulse response [14].

Delay τi[ns] Mag.Ai[dB] Delay τi[ns] Mag.Ai[dB]
0 −2.6 230 −5.6
10 −3.0 280 −7.7
20 −3.5 330 −9.9
30 −3.9 380 −12.1
50 0.0 430 −14.3
80 −1.3 490 −15.4

110 −2.6 560 −18.4
140 −3.9 640 −20.7
180 −3.4 730 −24.6

Table 2: Delay and magnitudes of 18 targets of BRAN B
channel
In Figure 7 we represent the estimation of the impulse
response of BRAN B channel using the (AlgoZ) and
(Alg−CUM) algorithms in the case of SNR = 20dB and
data length N = 4096.
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Fig. 7. Estimated of the BRAN B channel impulse response, for an SNR =
20dB and a data length N = 4096.

From Figure 7, we can conclude that the estimated BRAN
B channel impulse response, using (AlgoZ) algorithm, is very
closed to the true one, for data length N = 4096 and

SNR = 20dB. Using the algorithm (Alg−CUM) shown in
Figure 7, we remark, approximately, the same results given
by the AlgoZ except the last four parameters we have a minor
difference between the estimated and the measured ones.
In the following figure (fig. 8) we have represented the
estimated magnitude and phase of the impulse response BRAN
B using all target, for an data length N = 4096 and
SNR = 20dB, obtained using (AlgoZ) algorithm, compared
with the Safi et al. algorithm (Alg−CUM).
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Fig. 8. Estimated of the BRAN B channel impulse response using all target,
for an SNR = 20 dB and a data length N=4096

From the figure 8 we observe that the estimated magnitude
and phase, using (AlgoZ) and (Alg−CUM) algorithms, have
the same form and we have not more difference between the
estimated and the true ones.

C. Bran D radio channel

In Table 3 we have represented the values corresponding
to the BRAN D radio channel impulse response [14].

Delay τi[ns] Mag.Ai[dB] Delay τi[ns] Mag.Ai[dB]
0 0.0 230 −9.4
10 −10.0 280 −10.8
20 −10.3 330 −12.3
30 −10.6 400 −11.7
50 −6.4 490 −14.3
80 −7.2 600 −15.8
110 −8.1 730 −19.6
140 −9.0 880 −22.7
180 −7.9 1050 −27.6

Table 3: Delay and magnitudes of 18 targets of BRAN D
channel
In time domain we have represented the BRAN D channel
impulse response parameters (Fig. 9)

From the gure (Fig. 9) we ca can conclude that the esti-
mated BRAN D channel impulse response, using (AlgoZ) and
(Alg−CUM), are very closed to the true ones, principally for
high data length (N = 4096), and for SNR ≥ 20dB.
In the following figure (Fig. 10) we have represented the
estimated magnitude and phase of the impulse response BRAN
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Fig. 9. Estimated of the BRAN D channel impulse response, for an SNR =
20 dB and a data length N=4096.

D using all target for an N = 4096 and SNR = 20dB.
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Fig. 10. Estimated of the BRAN D channel impulse response, for an SNR
= 20 dB and a data length N=4096

From the gure 10 we observe that the estimated magnitude
and phase, using (AlgoZ), have the same form between
the estimated and the true ones, but using (Alg−CUM) we
remark a faible difference between the estimated and the true
ones.

VII. M-CDMA SYSTEM PERFORMANCE

In this subsection we consider the BER, for the two equal-
izers ZF and MMSE, using measured and estimated BRAN
A, BRAN B, and BRAN D channel impulse responses.

A. ZF and MMSE Equalizers: Case of BRAN A Channel

In Figure 11, we represent the BER for different SNR,
obtained using proposed algorithm (AlgoZ), compared with
the (Alg−CUM) algorithm, using the ZF equalizer.

Figure 12 represents the BER for different SNR, ob-
tained using proposed algorithm (AlgoZ), compared with the
(Alg−CUM) algorithm, using the MMSE equalizer.
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Fig. 11. BER of the estimated and measured BRAN A channel using the
ZF equalizer
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Fig. 12. BER of the estimated and measured BRAN A channel using the
MMSE equalizer.

The BER simulation for different SNR, demonstrates that
the estimated values by the (AlgoZ) algorithm are more close
to the measured value than those estimated by (Alg−CUM)
algorithm, we have a faible difference, for ZF and MMSE
equalization. From the figure 12, we conclude that: if the
SNR=24dB we have 1 bit error occurred when we receive
105 bit using MMSE equalizer.

B. ZF and MMSE Equalizers: Case of BRAN B Channel

In Figure 13, we represent the BER for different SNR,
obtained using proposed algorithm (AlgoZ), compared with
the (Alg−CUM) algorithm, using the ZF equalizer.

Figure 14 represents the BER for different SNR, ob-
tained using proposed algorithm (AlgoZ), compared with the
(Alg−CUM) algorithm, using the MMSE equalizer.

The BER simulation for different SNR, demonstrates that
the estimated values by the (AlgoZ) algorithm are more close
to the measured value than those estimated by (Alg−CUM)
algorithm. From the figure 14, we conclude that: if the
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Fig. 13. BER of the estimated and measured BRAN B channel using the
ZF equalizer.
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Fig. 14. BER of the estimated and measured BRAN B channel using the
MMSE equalizer

SNR = 24dB, we observe that 1 bit error occurred when we
receive 104 bit with the (Alg−CUM), but using (AlgoZ) we
obtain only one bit error for 105 bit received.

C. ZF and MMSE Equalizers: Case of BRAN D Channel

In the figure 15, we represent the BER for different SNR,
using the measured and estimated BRAN D channel, using the
ZF equalizer.

From the figure 15, we observe that the blind ZF equal-
ization gives approximately the same results obtained by the
measured BRAN D values using AlgoZ, than those obtained
by (Alg−CUM) algorithm, we have a difference between the
estimated and the measured ones. If the SNR = 20dB we
have a BER less than 10−3 using (AlgoZ), but using the
(Alg−CUM) we have only the BER less than 10−2.
Figure 16 represents the BER for different SNR, using the
measured and estimated BRAN D channel, using the MMSE
equalizer.

Figure 16 demonstrates clearly that the estimated values
by the rst algorithm (AlgoZ) are close to the measured value
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Fig. 15. BER of the estimated and measured BRAN D channel using the
ZF equalizer
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Fig. 16. BER of the estimated and measured BRAN D channel using the
MMSE equalizer

than those estimated by second algorithm (Alg−CUM), So,
if the SNR = 20dB, we observe that 1 bit error occurred
when we receive 104 bit with the (Alg−CUM), but using
(AlgoZ) we obtain only one bit error for 105 bit received.

VIII. CONCLUSION

In this paper we have proposed an new algorithm (AlgoZ)
based on fourth order cumulants, compared with the Safi et
al algorithm (Alg−CUM), to identify the parameters of the
impulse response of the frequency selective channel such as
the experimental channels, BRAN A, BRAN B, and BRAN
D, normalized for MC−CDMA systems. The simulation
results show the effciency of the proposed algorithm (AlgoZ)
than those obtained using (Alg−CUM), mainly if the input
data are suffcient. The magnitude and phase of the impulse
response is estimated with an acceptable precision in noisy
environment principally if we use the rst algorithm (AlgoZ).
In part of three experimental channels for MC−CDMA
systems application, we have obtained very important results
on bit error rate using the proposed algorithm (AlgoZ), than
those obtained by (Alg−CUM) algorithm.
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Design and Implementation of 2-Input OR Gate 

based on XGM properties of Semiconductor 

Optical Amplifier 

 
Chandra Kamal Borgohain1, Chakresh Kumar2 and Satyajit Bora1 

 

   Abstract — In this paper we have implemented an all-
optical OR-gate using simultaneous Four-Wave Mixing 

(FWM) and Cross-Gain Modulation (XGM) in a 

semiconductor optical amplifier (SOA). Which 

incorporates two semiconductor optical amplifiers 

(SOAs). The proposed OR logic is numerically 

simulated by solving nonlinear coupled equations that 

explain cross gain modulation (XGM) effect in 

individual SOAs. 

   Keywords—Semiconductor Optical Amplifier, Optical 

Logic Gates, Cross Gain Modulation, SOA, Four Wave 

Mixing. 
I. INTRODUCTION 

At present, SOAs are the prime candidates for use in 

advanced optical communication functional 

components. The growth of large scale integration of 

SOA technology offers economical, high 

performance devices. SOAs exhibit non-linear 

properties due to carrier density changes induced by 

differences in power of the input signal. While these 

non-linear properties create problems for the use of 

SOAs as simple linear gain elements, they can be 

exploited to perform functions that are typically 

carried out by electronic signal processing circuits. In 

the case of all applications mentioned above, the data 

signal is processed in optical form, rather than first 

being converted to an electrical signal. SOA-based 

devices are compact, stable, integration-capable, and 

potentially independent of polarization and 

wavelength [4]. Also, it has the advantages of low 

switching energy and low latency [5]. A computation 

that might take more than eleven years by the 

conventional electronic takes only one single hour 

[6].The use of the optical fibers as nonlinear elements 

in switching devices gives so high speed operation 

since the nonlinear response of the fiber is extremely 

fast and the possibility of creating a rectangular 

switching by using a dispersive walk-off between the 
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the control pulse but the nonlinear coefficient is 

usually very small in conventional fibers[8]. In this 

paper the full logic is developed in MATLAB 

platform.  

II. SIMULATION METHOD 

In this approach, we have taken the reference 

equations from Ref. [15] and different parameters 

which are taken into consideration are tabulated 

below in Table I. It is assumed that input pump, and 

probe pulses have the same temporal width as well as 

perfect pulse overlap, and in all of the cases, their 

powers are set to a ratio of 10:1. Numerical 

simulations have been undertaken to investigate the 

amplification of strong picoseconds optical pulses in 

semiconductor optical amplifiers (SOAs), taking into 

account carrier heating, spectral whole burning, 

carrier-carrier scattering (CCS) and carrier photon 

scattering (CPS). The result of interference of two co 

polarized pulses when propagating into SOA, one 

pump pulse at central frequency ω1 and the other 

probe pulse at central frequency ω0 ,induce a bit of 

carrier density pulsation at the frequency detuning Ω 

= ω1-ω0. This results a generation of a new 

frequency pulse at ω2 = ω0-Ω = 2ω0-ω1.The new 

pulse is phase conjugate replica of the probe pulses, 

and can be extracted from the input pulses using an 

optical filter. Here, Aj (Z, t), j = 0, 1, 2, correspond to 
the slowly varying envelopes of the pump, the probe, 

and the conjugate pulses, respectively, and Ω = ω1-

ω0, is the frequency detuning.  

The following Equation has been taken into 

consideration 

A0(L,t)=A0(0,t)���
�����	
��

                                             (1) 

Where, A0 (0, t), is the input pump pulse amplitude at 

any end of SOA, 

A0 (L, t), is the input pump pulse amplitude at any 

length L of SOA,  
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L is the length of SOA, t is time. The rest of 

parameters are already defined in Table I. 

A1(L,t)=A0(0,t)
���
�����	
������|����,��|��������cosh


��
�� �������∗ |���0, ��|���� � 1��                          (2)                            

Where, A1 (0, t), is the input probe pulse amplitude at 

any end of SOA.  

A1 (L, t), is the input probe pulse amplitude at any 

length L of SOA.  

L= length of SOA. t is time. The rest of parameters 

are already defined in Table I. 

A2(L,t)=
��∗ �!,�����!,��

��∗ �!,�� "���
���∗  x 

sinh
��
�� �������∗ |���#, ��|������� � 1��               (3)                                                           

Where  

A2 (0, t) is input conjugate pulse amplitude at any end 

of SOA.  

A2 (L, t) is input conjugate pulse amplitude at any 

length L of SOA. L= length of SOA, t is time. Rest 

parameters are already defined in Table I. 

���=���$% + ���$&  +���'&(                                                     (4)                

Where, 

���$% = )*+
��	


,��-	./��-��-	./0�1 

���$& = )� ��	
2
,��-	./��-��-	./��1 

���'&( = )3�4 ��	
0�5
�-	./�  

The amplification function h and coupling coefficient 

Ƞij are defined in [15]. The effects of carrier 

depletion, carrier heating, spectral hole burning, two-

photon absorption, and ultrafast nonlinear refraction 

are taken into account, leading to a successful 

description of wave mixing for optical pulses with 

strong pulse energy, and/or with pulse widths larger 

than several hundred femto seconds , as well as in 

active or passive optical waveguides. The parameters 

α, τ, and ε determine the strength and nature of the 

wave mixing process caused by each of the intraband 

mechanisms and their relative significance. The 

values of α, τand ε cannot be determined 

unanimously. 

 

TABLE I 

PARAMETERS USED IN SIMULATION WORK 

Parameters Symbols Values Unit 

Length of the amplifier L 450 µm 

Small signal gain G 1.54*10-4 m-1 

Carrier lifetime 73 300 ps 

Nonlinear gain 

compression for carrier 
heating 

 

εt 

 

0.13 

 

w-1 

Nonlinear gain 

compression for spectral 
hole burning 

 

εshb 
 

 

0.07 

 

Traditional line width 

enhancement factor 

α 5.0  

Temperature l line width 

enhancement factor 

αT 3.0  

Line width enhancement 

factor for spectral hole 

burning 

 

αshb 

 

0.1 

 

Time for carrier-carrier 

scattering 

τ1 

 

50 fs 

Time for carrier photon 
scattering 

τh 

 
700 fs 

Carrier depletion 

coefficient 

εcd 47 w-1 

III. RESULTS AND DISCUSSION 

           A                                               Y 

                  

           B 

Fig. 1. OR Gate 

 
                            Fig. 2. OR using SOAs 

 

 

      OR 
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TABLE II 

TRUTH TABLE FOR OR LOGIC CAN BE GIVEN AS 

A B A+B =Y 

0 0 0 
0 1 1 

1 0 1 

1 1 1 

 

Fig. 2 shows the OR gate using SOAs. In SOA1 ‘A’ 

acts as an input pump pulse and ‘CLOCK’ signal acts 

as an input probe pulse. In SOA 2 the output of 

SOA1 acts as input probe pulse and B acts as an input 

pump pulse. Similarly, in SOA 3 CLOCK signal acts 

as input probe pulse and the output of SOA2 acts as 

input pump pulse, which gives the required Boolean 

expression A+B. 

 

Fig. 3. Waveform of A = [0 0 1 1] 

Fig. 4. Waveform of B = [0 1 0 1] 

Fig. 5. Waveform of OR output = [0 1 1 1] 

 

From Fig. 3, 4 and 5 we can observe that the 

simulation results clearly verify the truth table of OR 

gate. 

IV. CONCLUSIONS 

We have proposed and implemented a new all-optical 

OR gate using analytic solutions of nonlinear effects 

in semiconductor optical amplifier. This research has 

guided readers to design all-optical OR logic circuits 

so that anyone can construct any types of all-optical 

different logic circuits by utilizing the detailed 

process of designing the OR Gate. The simulated 

result verifies the truth table. 
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